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Abstract

Typically, aggregation-diffusion is modeled by parabolic equations that combine linear or non-linear diffusion with a Fokker-Planck convection term. Under very general suitable assumptions,we prove that radial solutions of the evolution process converge asymptotically in time towardsa stationary state representing the balance between the two effects. Our parabolic system is thegradient flow of an energy functional, and in fact we show that the stationary states are minimiz-ers of a relaxed energy. Here, we study radial solutions of an aggregation-diffusion model thatcombines nonlinear fast diffusion with a convection term driven by the gradient of a potential,both in balls and the whole space. We show that, depending on the exponent of fast diffusion andthe potential, the steady state is given by the sum of an explicit integrable function, plus a Diracdelta at the origin containing the rest of the mass of the initial datum. Furthermore, it is a globalminimizer of the relaxed energy. This splitting phenomenon is an uncommon example of blow-upin infinite time.
2020 Mathematics Subject Classification. 35K55, 35K65, 35B40, 35D40, 35Q84
Keywords: Nonlinear parabolic equations, nonlinear diffusion, aggregation, Dirac delta formation,blow-up in infinite time, viscosity solutions.

1 Introduction

Enormous work has been devoted over the last years to the study of mathematical models forAggregation-Diffusion that are formulated in terms of semilinear parabolic equations combininglinear or non-linear diffusion with a Fokker-Planck convection term coming either from a given po-tential or from an interaction potential, see [3, 24, 36, 18, 21, 27, 19] and the references therein,and the books [2, 46]. In this paper we consider the aggregation-diffusion equation
∂ρ

∂t
= ∆ρm +∇ · (ρ∇V ), in (0,∞)× Rn (P)

where the potential V (x) is given and 0 < m < 1, the fast-diffusion range [44]. We take as initialdata a probability measure, i. e.,
ρ0 ≥ 0,

∫
Rn
ρ0 dx = 1. (1.1)

We will find conditions on the radial initial data ρ0 and the radial potential V so that
i) we provide a suitable notion of solution of the Cauchy problemdefined globally in timepassingthrough the mass (or distribution) function,
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ii) as t→∞, the solution undergoes one-point blow-up of the split form
ρ(t)→ µ∞ = ρ∞ + (1− ‖ρ∞‖L1(Rn))δ0,

where ρ∞(x) > 0 is an explicit stationary solution of (P). The presence of the concentratedpoint measure is a striking fact that needs detailed understanding and is the main motivationof this work. Here and after we identify anL1 functionwith the absolutely continuousmeasureit generates.
It is known that Dirac measures are invariant by the semigroup of fast-diffusion equation ut = ∆umfor 0 < m < n−2

n (see [10]), but they are never produced from L1 initial data. Here we show that theaggregation caused by the potential term might be strong enough to overcome the fast-diffusionterm and produce a Dirac-delta concentration at 0 as t→∞.
The case of (P) with slow diffusion m > 1 was studied in [18, 32], where the authors show thatthe steady state does not contain a Dirac delta (i.e. ‖ρ∞‖L1 = 1). The linear diffusion case wasextensively studied in [3, 36, 39]. The fast diffusion range 1 > m > n−2

n with quadratic confinementpotential is also well-known and their long-time asymptotics, even for Dirac initial data, is given byintegrable stationary solutions, see for instance [9] and its references. See also [45] for the evolutionof point singularities in bounded domains.
We will take advantage of the formal interpretation of (P) as the 2-Wasserstein flow [18, 21, 2]associated to the free-energy

F [ρ] = 1
m−1

∫
Rn
ρ(x)m dx+

∫
Rn
V (x)ρ(x) dx, (1.2)

in order to obtain properties of this functional in terms of the Calculus of Variations. We also takeadvantage of this structure to obtain a priori estimates ρ solution of (P) due to the dissipation ofthe energy.
Main assumptions and discussion of the main results. We introduce the specific context inwhich point-mass concentration arises. We first examine the special stationary solutions that playa role in the asymptotics:

ρV+h(x) = ( 1−m
m (V (x) + h))−

1
1−m for x ∈ Rn, (1.3)

for h ≥ 0. It is easy to check that they are solutions of (P), and they are bounded if h > 0. Wenow consider the class of suitable potentials. We first assume that V has a minimum at x = 0 andis smooth: V ∈ W 2,∞
loc (Rn), V ≥ 0, V (0) = 0. We are interested in radial aggregating potentials,in fact we V is radially symmetric and non-decreasing. An essential assumption in the proof offormation of a point-mass concentration is the following small-mass condition for the admissiblesteady states:

aV =

∫
Rn
ρV (x) dx < 1. (1.4)

As a simplifying assumption we will assume that∫
B1

ρ1+ε
V (x) dx < +∞, for some ε > 0. (1.5)

The bounded case in which ρV+h1
≤ ρ0 ≤ ρV+h2

with h1, h2 > 0 was studied in [14] and leadsto no concentration. On the contrary, we will show that there exists a class of radial initial data
ρ0(x) ≥ ρV (x) such that the corresponding solution converges as t→∞ to the split measure

µ∞ = (1− aV )δ0 + ρV (x), (1.6)
in the sense of mass (which will be made precise below). Moreover, under further assumptions on
V , we show that µ∞ is the global minimizer in the space of measures of the relaxation of F .
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An importantmotivation for our paper is the current interest in the followingmodel of aggregationdiffusion with interaction potential
∂ρ

∂t
= ∆ρm +∇ · (ρ∇W ∗ ρ) (1.7)

that has led to the discovery of some highly interesting features that have consequences for theparabolic theory and the the Calculus of Variations. Recent results [20] show that, under someconditions onW the energy minimizer of the corresponding energy functional is likewise split as
µ∞ = (1− ‖ρ∞‖L1(Rn))δ0 + ρ∞.

The presence of the concentrated pointmeasure is known for specific choices ofW , see [16]. To thebest of our knowledge, there exist no results in the literature showing that solutions of the parabolicproblem actually converge to these minimisers with a Dirac delta.
It was shown in [7] that for very fast diffusion, m < n−2

n , then the solutions of the Fast DiffusionEquation ut = ∆um with u0 ∈ L1(Rn) ∩ L∞(Rn) vanish in finite time, i.e. u(t, x) = 0 for t ≥ T ∗.When aV < 1, we construct explicit initial data that preserve the total mass, and this holds for any
m ∈ (0, 1).
The case of a ball of radius R We have a more complete overall picture when we focus on theproblem posed in a ball BR, adding a no-flux condition on the boundary:

∂ρ

∂t
= ∆ρm +∇ · (ρ∇VR) in (0,∞)×BR,

(∇ρm + ρ∇VR) · x = 0, on (0,∞)× ∂BR,
ρ(0, x) = ρ0(x).

(PR)

As a convenient assumption, we require that VR does not produce flux across the boundary
∇VR(x) · x = 0, on ∂BR. (1.8)

We discuss this assumption on Remark 2.12. This problem is the 2-Wasserstein flow of the freeenergy
FR[ρ] = 1

m−1

∫
BR

ρ(x)m dx+

∫
BR

VR(x)ρ(x) dx. (1.9)
For (PR), we show that FR is bounded below and sequences of non-negative functions of fixed
‖ρ‖L1(BR) = m converge weakly in the sense of measures to

µ∞,m,R =

{
ρVR+h if there exists h ≥ 0 such that ‖ρVR+h‖L1(BR) = m,

ρVR + (m− ‖ρVR+h‖L1(BR))δ0 if ‖ρVR‖L1(BR) < m.

This means that, if the mass a0,R cannot be reached in the class ρVR+h, the remaining mass is com-plete with a Dirac delta at 0. Notice that the mass of ρVR+h is decreasing with h, so the largest massis that of ρVR .We construct an L1-contraction semigroup of solutions SR of solutions of (PR) such that, if ρVR ≤
ρ0 ∈ L1(BR) and radially symmetric, then

FR[SR(t)ρ0]↘ F̃R[µ∞,m,R] = FR[ρVR ],

wherem = ‖ρ0‖L1(BR) and F̃R is the relaxation ofFR to the space ofmeasures presented below (see[25]) . The semigroup SR is constructed as the limit of the semigroup of the regularised problemswritten below as (PΦ,R). Then, we recover our results by passing to the limit in Φ and R.
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The mass function. One of the main tools in this paper will be the study of the so-called massvariable, which can be applied under the assumption of radial solutions. It works as follows. First,we introduce the spatial volume variable v = |x|n|B1| and consider the mass function
Mu(t, v) =

∫
B̃v

ρ(t, x) dx, B̃v =
(

v
|B1|

) 1
n

B1 (1.10)
Notice that |B̃v| = v. For convenience we define Rv = Rn|B1|. We will prove that M satisfies thefollowing nonlinear diffusion-convection equation in the viscosity sense

∂M

∂t
= (nω

1
n
n v

n−1
n )2

{
∂

∂v

[(
∂M

∂v

)m]
+
∂M

∂v

∂V

∂v

}
, (M)

where ωn = |B1|. The diffusion term of this equation is of p-Laplacian type, where p = m + 1. Theweight will not be problematic when v > 0, as we show in Appendix A using the parabolic theory inDiBenedetto’s book [26].
Notice that the formation of a Dirac delta at 0 is equivalent to the loss of the Dirichlet boundarycondition M(t, 0) = 0. Few results of loss of the Dirichlet boundary condition are known in the lit-erature of parabolic equation. For equations of the type ut = uxx + |ux|p, it is known (see, e.g., [4])that ux may blow up on the boundary in finite or infinite time, depending on the choice of bound-ary conditions. The case of infinite time blow-up was revisited in [43]. The question of boundarydiscontinuity in finite time, loss of boundary condition, for the so-called viscous Hamilton-Jacobiequations is studied in [6, 40, 41, 38] and does not bear a direct relation with our results. A generalreference for boundary blow-up can be found in the book [42].
Precise statement of results. In order to approximate the problem in Rn, our choice of VR willbe of the form

VR(x)

{
= V (x) |x| ≤ R− ε,
≤ V (x) R− ε < |x| ≤ R

and with the condition VR · x = 0 on ∂BR. We also define
aV,R =

∫
BR

ρVR dx and a0,R =

∫
BR

ρ0 dx.

We will denote V = VR until Section 7.
Theorem 1.1 (Infinite-time concentration of solutions of (PR)). Assume V ∈ W 2,∞(BR) is radially
symmetric, strictly increasing, V ≥ 0, V (0) = 0, V · x = 0 on ∂BR and the technical assumption (1.5).
Assume also that a0,R > aV,R, ρ0 radially symmetric, ρ0 ≥ ρV and ρ0 ∈ L∞(BR \ Br1) for some r1 < R.
Then, the solution ρ of (PR) constructed in Theorem 3.6 satisfies

lim inf
t→∞

∫
Br

ρ(t, x) dx ≥ (a0,R − aV,R) +

∫
Br

ρV (x) dx, ∀r ∈ [0, R].

(i.e., there is concentration in infinite time). Moreover, if∫
Br

ρ0(x) dx ≤ (a0,R − aV,R) +

∫
Br

ρV (x) dx ∀r ∈ [0, R], (1.11)
then for µ∞,R = (a0,R − aV,R)δ0 + ρV we have that

lim
t→∞

d1(ρ(t), µ∞,R) = 0,

where d1 denotes the 1-Wasserstein distance.

Remark 1.2. If we a non-radial datum ρ0 ≥ ρ0,r with ρ0,r radially symmetric satisfying the hypoth-esis of Theorem 1.1, then the corresponding solution ρ(t, x) of (PR) constructed in Theorem 3.6concentrates in infinite time as well, due to the comparison principle.
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Through approximation as R→∞, we will also show that
Corollary 1.3 (At least infinite-time concentration of solutions of (P)). Under the hypothesis of Theo-
rem 1.1 and suitable hypothesis on the initial data (specified in Section 7.1), we can show the existence
of viscosity solutions of (M) in (0,∞)× (0,∞) (obtained as a limit of the problems in BR), such that

lim
t→∞

M(t, v) = (1− aV ) +MρV (v)

for all v > 0 and, furthermore, locally uniformly (0,∞). We also have that

lim
t→∞

d1(ρ(t), (1− aV )δ0 + ρV ) = 0.

Through our construction ofM , we cannot guarantee in general thatM(t, 0) = 0 for t finite. Pro-ducing a priori estimates, we can ensure this in some cases.
Theorem 1.4 (Infinite-time concentration for V quadratic at 0). Let ρ0 ∈ L1

+(Rn) non-increasing and
assume

∂V

∂r
(s) ≤ CV r, in BRV for some CV > 0. (1.12)

Then, the viscosity mass solution constructed in Proposition 7.1 does not concentrate in finite time, i.e.
M(t, 0) = 0.

The picture for power-like V . Let us discuss the case where V is of the form
V (x) ∼

{
|x|λ0 |x| � 1,

|x|λ∞ |x| � 1.

The condition V ∈ W 2,∞
loc (Rn) means λ0 ≥ 2. In this setting, we satisfy (1.12) so concentration doesnot happen in finite time. The condition ρV ∈ L1(Rn) (i.e. aV <∞) holds if and only if

n− λ∞
n

< m <
n− λ0

n
. (1.13)

In fact, under this condition, ρV ∈ L1+ε(Rn). In addition to the behaviour at 0 and∞, the restriction
aV < 1 is a condition on the intermediate profile of V . This is sufficient to construct initial data ρ0(of the shape ρD present below) so that solutions converge to µ∞ as t → ∞, in the sense of mass.Due to (1.12), the concentration is precisely at infinite time. But we do not know that µ∞ is a globalminimiser of F . In Remark 7.8 we prove that the energy functional is bounded below whenever
m > n

n+λ∞
. Notice that n−λ∞n < n

n+λ∞
. Therefore, if

n

n+ λ∞
< m <

n− λ0

n
, and aV < 1,

then µ∞ is the global minimiser in P(Rn) of the relaxation of F and it is an attractor for some initialdata.
Structure of the paper. In Section 2 we write the theory in BR for a regularised problem wherethe fast-diffusion is replaced by a smooth elliptic non-linearityΦ. In Section 3we construct solutionsof (PR), by passing to the limit as Φ(s) → sm the solutions of Section 2. In Section 4 we show thatmass functionsM of the solutions of Sections 2 and 3 are solutions in a suitable sense of Problem(M), and we prove regularity and a priori estimates. In Section 5 we construct initial data ρ0 so thatthe massM is non-decreasing in time as well a space. We show that these solutionsM concentratein the limit, a main goal of the paper. We recall that this means the formation of a jump at v = 0for t = ∞. Section 6 is dedicated to the minimisation of FR for functions defined in BR. We provethat the minimisers are precisely of the form µ∞,m,R described above. In Section 7, we pass to thelimit as R → ∞ in terms of the mass. We show that the mass functions for suitable initial data

5



still concentrate. We discuss minimisation of the function F . We show the class of potentials Vthat make F bounded below is more restrictive than for FR, and provide suitable assumptions sothat µ∞ is a minimiser. We list some comments and open problems in Section 8. We concludethe paper with two appendixes. The first, Appendix A recalls results from [26] and compacts theminto a form we use forM . Appendix B is devoted to mixing partial space and time regularities intoHölder regularity in space and time.

2 The regularised equation in BR

Following the theory of non-linear diffusion, we consider in general
∂u

∂t
= ∆Φ(u) +∇ · (uE) in (0,∞)×BR

(∇Φ(u) + uE) · x = 0, on (0,∞)× ∂BR,
u(0, x) = u0(x).

(PΦ,R)

We assume that Φ ∈ C1 and elliptic we think of the problem as
∂u

∂t
= ∆Φ(u) +∇u · E + u∇ · E.

Furthermore, we assume
E(x) · x = 0, on ∂BR (2.1)

Remark 2.1. Our results work in a general bounded domain Ω, where the assumption on E is that
E ·n(x) = 0 on ∂Ω. However, we write them in a ball of radius R since our main objective is to studythe long-time asymptotics of radially symmetric solutions.
The diffusion corresponds to the flux a(u,∇u) = Φ′(u)∇u.When Φ, E are smooth and we assume

Φ is uniformly elliptic, in the sense that there exist constants such that
0 < c1 ≤ Φ′(u) ≤ c2 <∞, (2.2)

existence, uniqueness, and maximum principle hold from the classical theory. The literature is ex-tensive: inRn this issuewas solved at the beginning of the twentieth century (see [33]), in a boundeddomain with Dirichlet boundary condition the result can be found in [29], and the case of Neumannboundary conditions was studied by the end of the the twentieth century (for example [1]), wherethe assumptions on the lower order term were later generalised (see, e.g. [47]). Following [1], wehave that, if u0 ∈ C2(BR) then the solution u of (PΦ,R) is such that
u ∈ C1

(
(0, T );C(BR)

)
∩ C

(
(0,∞);C2(BR)

)
∩ C

(
[0,∞)×BR

)
. (2.3)

Let us obtain further properties of the solution of (PΦ,R).
Theorem 2.2 (Lp estimates). Assume E(x) · n(x) ≥ 0. For classical solutions we have that

‖u(t)±‖Lp ≤ e‖∇·E‖L∞ t‖(u0)±‖Lp . (2.4)
Proof. Let j be convex. We compute

d

dt

∫
BR

j(u) =

∫
BR

j′(u)∇ · (∇Φ(u) + uE) = −
∫
BR

j′′(u)∇u(∇Φ(u) + uE)

= −
∫
BR

j′′(u)Φ′(u)|∇u|2 −
∫
BR

j′′(u)u∇u · E ≤ −
∫
BR

∇F (u) · E

6



where F ′(u) = j′′(u)u ≥ 0 and we can pick F (0) = 0. Hence F ≥ 0. If j has a minimum at 0, then
p′ ≥ 0 and F ≥ 0. Since E · x ≥ 0,∫

BR

∇F (u) · E =

∫
BR

∇ · (F (u)E)−
∫
BR

F (u)∇ · E =

∫
∂BR

F (u)E · x
|x|
−
∫
BR

F (u)∇ · E

≥ −
∫
BR

F (u)∇ · E.

Finally, we recover ∫
BR

j(u(t)) ≤
∫
BR

j(u0) +

∫ t

0

∫
BR

F (u)∇ · E.

When j(s) = sp±, j′′(s) = p(p− 1)sp−2
± we have F (s) = psp±. Applying (1.8) we show that∫

BR

u(t)p± ≤
∫
BR

(u0)p± + p‖∇ · E‖L∞
∫ t

0

∫
BR

up±.

By Gronwall’s inequality we have that∫
BR

u(t)p± ≤ ep‖∇·E‖L
∞ t

∫
BR

(u0)p±.

Taking the power 1/pwe have (2.4) for p <∞ and letting p→∞we also obtain the L∞ estimate.
Theorem 2.3 (Estimates on ∇Φ(u)). We have that∫ T

0

∫
BR

|∇Φ(u)|2 ≤
∫
BR

Ψ(u0) +
‖E‖2L∞

2

∫ T

0

∫
BR

u(t, x)2 dxdt. (2.5)
Proof. Multiplying by Φ(u) and integrating∫

BR

utΦ(u) = −
∫
BR

∇Φ(u)(∇Φ(u) + uE) = −
∫
BR

|∇Φ(u)|2 −
∫
BR

u∇Φ(u)E.

Letting
Ψ(s) =

∫ s

0

Φ(σ) dσ,

we have
d

dt

∫
BR

Ψ(u) +

∫
BR

|∇Φ(u)|2 ≤ ‖u(t)‖L2‖∇Φ(u(t))‖L2‖E‖L∞ .

Applying Young’s inequality we obtain
d

dt

∫
BR

Ψ(u) +
1

2

∫
BR

|∇Φ(u)|2 ≤ 1

2
‖u(t)‖2L2‖E‖2L∞ .

Notice since Φ′ ≥ 0 we have that Ψ ≥ 0. Hence, we deduce the result.
If Φ(u0) ∈ L1 and u0 ∈ L2 then the right-hand side is finite due to (2.4).
Remark 2.4. When Φ(s) = sm then Ψ(s) = 1

m+1s
m+1.

In order to get point-wise convergence, we follow the approach for the Fast Diffusion equationproposed in [44, Lemma 5.9]. Define
Z(s) =

∫ s

0

min{1,Φ′(s)}ds, z(t, x) = Z(u(t, x)).

7



Corollary 2.5. We have that∫ T

0

∫
BR

|∇z|2 ≤
∫
BR

Ψ(u0) +
‖E‖2L∞

2

∫ T

0

∫
BR

u(t, x)2 dxdt. (2.6)
Proof. Notice |∇z| ≤ |Φ′(u)||∇u| = |∇Φ(u)|.

Lemma 2.6 (Estimates on ut and ∇Φ(u)). Assume E · x = 0 on ∂Br, u ∈ L∞(0, T ;L2(BR)), Φ(u) ∈
L2(0, T ;H1(BR)), Φ(u0) ∈ H1(BR) then

Φ(u) ∈ L∞(0, T ;H1(BR)) and ut ∈ L2((0, T )×BR).

We also have, for z(t, x) = Z(u(t, x)) that∫ T

0

∫
BR

|zt|2 ≤ C

(∫
BR

|∇Φ(u0)|2 +
1

2

∫ T

0

∫
BR

Φ′(u)|∇u|2|E|2

+

∫
BR

u(0)∇Φ(u0) · E +

∫
BR

|u(T )|2|E|2
)
.

(2.7)

Proof. Again we we will use the notation w = Φ(u). When u is smooth, we can take wt as a testfunction and integrate in BR. Notice that wt = Φ′(u)ut, so∫
BR

Φ′(u)|ut|2 =

∫
BR

wt∆wt +

∫
BR

wt∇ · (uE)

Since ∇w = 0 on ∂BR, then also ∇wt = 0. We can integrate by parts to recover∫
BR

Φ′(u)|ut|2 = − d

dt

∫
BR

|∇w|2 +

∫
∂BR

wtuE ·
x

|x|
−
∫
BR

u∇wt · E.

Using assumption (2.1) the second term on the right-hand side vanishes. Integrating in [0, T ] wehave ∫ T

0

∫
BR

Φ′(u)|ut|2 +

∫
BR

|∇w(T )|2 =

∫
BR

|∇w(0)|2 −
∫ T

0

∫
BR

u∇wt · E

Integrating by parts in time the last integral∫ T

0

∫
BR

Φ′(u)|ut|2 +

∫
BR

|∇w(T )|2 =

∫
BR

|∇w(0)|2 +

∫ T

0

∫
BR

ut∇w · E

+

∫
BR

u(0)∇w(0) · E −
∫
BR

u(T )∇w(T ) · E.

Notice that ut∇w = Φ′(u)
1
2utΦ

′(u)
1
2∇u. Applying Young’s inequality, we deduce

1

2

∫ T

0

∫
BR

Φ′(u)|ut|2 +
1

2

∫
BR

|∇w(T )|2 ≤
∫
BR

|∇w(0)|2 +
1

2

∫ T

0

∫
BR

Φ′(u)|∇u|2|E|2

+

∫
BR

u(0)∇w(0) · E +

∫
BR

|u(T )|2|E|2.
(2.8)

From the estimates above, we know that c1|∇u| ≤ Φ′(u)|∇u| = |∇Φ(u)| ∈ L2. Similarly, the resultfollows. Finally, we use that
|zt|2 ≤ |Z ′(u)|2|ut|2 ≤ |Φ′(ut)||ut|2.

using that Z ′ = min{1,Φ′}.
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2.1 Free energy and its dissipation when E = ∇V

When E = ∇V we have, again, a variational interpretation of the equation that leads to additionala priori estimates. We can rewrite equation (PΦ,R) as
∂u

∂t
= ∇ · (Φ′(u)∇u+ u∇V ) = ∇ ·

(
u

{
Φ′(u)

u
∇u+∇V

})
= ∇ · (u∇{Θ(u) + V }) (2.9)

where
Θ(s) =

∫ s

1

Φ′(σ)

σ
dσ. (2.10)

Remark 2.7. Since c1 ≤ Φ′(ρ) ≤ c2 then Θ(ρ) ∼ α ln ρ so Θ−1(ρ) ∼ eα
−1ρ. In particular Θ(0) = +∞.This is why we have to integrate from 1 in this setting. However, when Φ(s) = sm then Θ(s) =

m
m−1 (sm−1 − 1). So Θ−1(s) = (1− 1−m

m s)
1

m−1 . For Φ elliptic then Θ−1 : R→ [0,+∞). However, for theFDE passing to the limit we are restricted to s ≤ m
1−m .

Formulation (2.9) shows that this equation is the 2-Wasserstein gradient flow of the free energy
FΦ[u] =

∫
BR

(∫ u(x)

1

Θ(s) ds+ V (x)u(x)

)
dx.

Along the solutions of (PΦ,R) it is easy to check that
d

dt
FΦ[u(t)] = −

∫
BR

u |∇(Θ(u) + V )|2 dx ≤ 0. (2.11)
Also, by integrating in time we have that

0 ≤
∫ T

0

∫
BR

u |∇(Θ(u) + V )|2 dx = FΦ[u0]−FΦ[u(t)] (2.12)
Finally, let us take a look at the stationary states. For any H ∈ R, the solution of Θ(u) + V = −H isa stationary state. Since Θ : [0,+∞)→ R is non-decreasing, we have that H = −Θ(u(0)). We finallydefine

uV+H := Θ−1
(
− (H + V )

)
.

Remark 2.8. When Φ is elliptic uV+H ≤ Θ−1(−H). In the case of the FDE we have
uV+H =

(
1 + 1−m

m (H + V )
) 1
m−1 = ρV+h.

where h = H + m
1−m . When h > 0 and ρV+h is bounded, but ρV is not bounded.

2.2 Comparison principle and L1 contraction

Let us present a class of solutions which have a comparison principle, and are therefore unique.
Definition 2.9. We define strong L1 solutions of (PΦ,R) as distributional solutions such that
1. u ∈ C([0, T ];L1(BR)).
2. Φ(u) ∈ L1(0, T ;W 1,1(BR)) , ∆Φ(u) ∈ L1((0, T )×BR).
3. ut ∈ L2(0, T ;L1(BR)).

Theorem 2.10. Assume E · n(x) = 0. Let u, u be two strong L1 solutions of (PΦ,R). Then, we have that∫
BR

[u(t)− u(t)]+ ≤
∫
BR

[u(0)− u(0)]+

In particular ‖u(t) − u(t)‖L1(BR) ≤ ‖u(0) − u(0)‖L1(BR) and, for each u0 ∈ L1(BR), there exists at most
one strong L1 solution.

9



Proof. We now that w = Φ(u)−Φ(u). Let j be convex and denote p = j′. We have, using the no fluxcondition ∫ T

0

∫
BR

(u− u)tp(w) =

∫ T

0

∫
BR

p(w)∇ · {∇w + (u− u)E}

= −
∫ T

0

∫
BR

p′(w)|∇w|2 +

∫ T

0

∫
BR

(u− u)∇p(w)E.

Notice that ∇u = 1
Φ′(u)∇Φ(u) ∈ L1((0, T )×BR) due to (2.2). Using that E · n(x) = 0 on ∂BR we have∫ T

0

∫
BR

(u− u)tp(w) ≤
∫ T

0

∫
BR

p(w) (∇(u− u)E + (u− u)∇ · E) .

Then, as p→ sign+, we have p(w)→ sign+
0 (w) = sign+

0 (u− u) and∫ T

0

∫
BR

([u− u]+)t ≤
∫ T

0

∫
BR

(∇[u− u]+E + [u− u]+∇ · E) =

∫ T

0

∫
BR

∇ · ([u− u]+E).

Using again that E · n(x) = 0 on ∂BR, we recover a 0 on the right hand side. This completes theproof.
Remark 2.11 (Uniform continuity in time). Because of the L1 contraction, and the properties of thesemigroup ‖u(t+ h)− u(t)‖L1 ≤ ‖u(h)− u(0)‖L1 . If u(h)→ u(0) in L1, we have uniform continuity intime ω(h) = ‖u(h)− u(0)‖L1 .
Remark 2.12 (On the assumption E · x = 0 on ∂BR). Notice that to recover the Lp estimates inTheorem 2.2 (which depend on ‖∇ · E‖L∞ ) we assume only that E · x ≥ 0 on ∂BR. However, later(as in Lemma 2.6 and Theorem 2.10) we require E ·x = 0 on ∂BR. The estimates in these results donot include∇·E, and so it seems possible to extended the results to this setting by approximation.

3 The Aggregation-Fast Diffusion Equation

We start this section by providing a weaker notion of solution
Definition 3.1. We say that ρ ∈ L1((0, T )×BR is a weakL1 solution of (PR) if ρm ∈ L1(0, T ;W 1,1(BR))and, for every ϕ ∈ L∞(0, T ;W 2,∞(BR) ∩W 1,∞

0 (BR)) ∩ C1([0, T ];L1(BR)) we have that∫
BR

ρ(t)ϕ(t)−
∫ t

0

∫
BR

ρ(s)ϕt(s) ds = −
∫ t

0

∫
BR

(∇ρm · ϕ+ ρ∇V · ∇ϕ) +

∫
BR

ρ0ϕ(0).

for a.e. t ∈ (0, T ).
If∇V · n(x) = 0 we then have∇ρm · n = 0 and we can write the notion of very weak L1 solution byintegrating once more in space the diffusion term∫

BR

ρ(t)ϕ(t)−
∫ t

0

∫
BR

ρ(s)ϕt(s) ds =

∫ t

0

∫
BR

(ρm∆ϕ− ρ∇V · ∇ϕ) +

∫
BR

ρ0ϕ(0).

Theorem3.2 (L1 contraction forH1 solutions boundedbelow). Assume that ρ, ρ areweakL1 solutions
of (PR) with initial data ρ0 and ρ0, ρ, ρ ∈ H1((0, T )×BR), and ρ, ρ ≥ c0 > 0. Then∫

BR

(ρ(t)− ρ(t))+ ≤
∫
BR

(ρ0 − ρ0)+.

10



Proof. Since the solutions are inH1 and are bounded below, then ρm, ρm ∈ H1((0, T )×BR). Let p benon-decreasing and smooth. By approximation by regularised choices, let us define w = ρm − ρmand ϕ = p(w). Thus we deduce∫ t

0

∫
BR

(ρ(s)− ρ(s))tp(w) = −
∫ t

0

∫
BR

(
p′(w)|∇w|2 + (ρ− ρ)∇p(w) · ∇V

)
.

Proceeding as in Theorem 2.10 for Φ smooth and using (1.8) we have that∫ t

0

∫
BR

([ρ(s)− ρ(s)]+)t ds ≤ 0,

and this proves the result.
We can now construct a semigroup of solutions. We begin by constructing solutions for regulardata, by passing to the limit in regularised problems with a sequence of smooth non-linearities

Φk(s)→ Φ(s) = sm. We consider the sequence Φk of functions given by Φk(0) = 0 and

Φ′k(s) ∼


mkm−1 s > k,

msm−1 s ∈ [k−1, k],

mk1−m s < k−1

(3.1)

up to a smoothing of the interphases. We define
Z(s) =

∫ s

0

min{1,Φ′(σ)} dσ =

∫ s

0

min{1,mσm−1} dσ =

{
s s < m−

1
1−m

Cm + sm s ≥ m−
1

1−m
.

Theorem3.3 (Existence of solutions for regular initial data). Assume V ∈W 2,∞(BR), V ≥ 0, V (0) = 0,
V · x = 0 on ∂BR and the technical assumption (1.5). Let ρ0 be such that

0 < ε ≤ ρ0 ≤ ε−1, ρ0 ∈ H1(BR).

Then, the sequence uk of solutions for (PΦ,R) where Φ = Φk given by (3.1) is such that
uk ⇀ ρ weakly in H1((0, T )×BR)

uk → ρ a.e. in (0, T )×BR
Φk(uk) ⇀ ρm weakly in L2(0, T,H1(BR))

and ρ is a weak L1 solution of the problem. Moreover, we have that ρ ≥ ω(ε) > 0,

‖ρ(t)‖L1 = ‖ρ0‖L1 , ‖ρ(t)‖Lq ≤ et‖∆V ‖L∞(BR)‖ρ0‖Lq .

In fact, ρ is the unique weak L1 solution which is H1 and bounded below.

Proof. First, we point out that that Φk(ρ0) ∈ W 1,∞(BR). Hence, for the approximation, by (2.4),
uk ∈ L∞((0, T ) × BR) and, due to (2.5), Φk(uk) ∈ L2(0, T ;H1(BR)) with uniform norm bounds. Thisensures (up a subsequence)

uk ⇀ ρ weak-? in L∞((0, T )×BR),

Φk(uk) ⇀ φ weakly in L2((0, T )×BR),

∇Φk(uk) ⇀ ∇φ weakly in L2((0, T )×BR),

Zk(uk(t, x)) ⇀ Z∗ weakly in H1((0, T )×BR),

Zk(uk(t, x))→ Z∗ a.e. in (0, T )×BR.

Let us characterise φ as Φ(ρ). For k > m±
1

1−m we can compute clearly min{1,Φ′k} from (3.1) andhence we have
Z ′k(s)− Z ′(s) =

{
0 s ∈ [0, k],

m(km−1 − sm−1) s > k,

11



Since uk are uniformly bounded in L∞, taking k large enough we have that
Zk(uk) = Z(uk).

Thus Z(uk) converges pointwise to Z∗. But Z is continuous and strictly increasing, so it is invertible.Thus uk → Z−1(Z∗) a.e. in (0, T )×BR. Since, if both exist, the weak L2 and a.e. limits must coincide(apply Banach-Saks theorem and Césaro mean arguments), then uk → ρ a.e. in (0, T )×BR. Finally,due to the locally uniform convergence of Φk → Φ, Φk(uk)→ Φ(ρ) a.e. and hence φ = Φ(ρ).
We can now upgrade to strong convergence, using the uniform L∞ bound |uk| ≤ C. Hence, to-gether with the point-wise convergence, we can apply the Dominated Convergence Theorem toshow that our chosen subsequence also satisfies uk → ρ in Lq((0, T )×BR), ∀q ∈ [1,∞).

Let us show that we maintain an upper and positive lower bound. The upper bound is uniform
et‖∆V ‖L∞(BR)‖ρ0‖L∞(BR). Since as H →∞ the stationary states Θ−1

k (V +H) tend to cero uniformly,then we can choose Hk so that
ρ0 ≥ Θ−1

k (V +Hk) ≥ ω(ε).

Thus, uk ≥ ω(ε) and, therefore, so is ρ. In fact, due to this lower bound
|∇uk| ≤

1

Z ′(ω(ε))
|∇Z(uk)|, |(uk)t| ≤

1

Z ′(ω(ε))
|(ut)|

and so the convergence uk ⇀ ρ is also weak in H1 (up to a subsequence). But then ρ is the uniqueweak L1 solution with this property. Since the limit is unique, the whole sequence uk converges to
ρ all the senses above.
Corollary 3.4 (Approximation of the free energy). Under the hypothesis of Theorem 3.3 we have that

FΦk [uk(t)]→ FR[ρ(t)], for a.e. t > 0.

and ∫ T

0

∫
BR

ρ
∣∣∣∇( m

m−1ρ
m−1 + V

)∣∣∣2 ≤ FR[ρ0]−FR[ρ(T )].

In particular, FR[ρ(t)] is a non-increasing sequence.

Proof. Since uk → ρ converges a.e. in (0, T )×BR, then for a.e. t > 0 we have that uk(t)→ ρ(t). Since
uk is uniformly bounded, then the Dominated Convergence Theorem ensures the convergence of
FΦk [uk].
Taking into account (2.12), then the sequence u 1

2

k∇(Θ(uk) + V ) is uniformly in L2((0, T ) × BR).Therefore, up to a subsequence, it has limit ξ(x). We can write
u

1
2

k∇(Θ(uk) + V ) =
Φ′k(uk)

u
1
2

k

∇uk + u
1
2

k∇V = u
− 1

2

k (∇Φk(uk) + uk∇V ) .

We know that ∇Φk(uk) + uk∇V ⇀ ∇ρm + ρ∇V weakly in L2. On the other hand, since we know
uk, ρ ≥ ω(ε)we can apply the intermediate value theorem to show that, up a to further subsequence,∫ T

0

∫
BR

|u−
1
2

k − ρ− 1
2 |2 dx =

∫ T

0

1

4

∫
BR

|ηk(x)|−3|uk − ρ|2 dx ≤ C
∫ T

0

∫
BR

|uk − ρ|2 dx→ 0.

where the strong convergence L2 follows, up to a further subsequence, from the weak H1 conver-gence. Using the product of strong and weak convergence
u

1
2

k∇(Θ(uk) + V ) ⇀ ρ
1
2∇
(

m
m−1ρ

m + V
)
, weakly in L1((0, T )×BR).

But this limit must coincide with ξ, so the limit holds also weakly in L2. The weak lower-continuityof the L2 yields the result.
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We are also able to deduce from these energy estimates an L1 bound of ∇ρm. Unlike (2.5) thisbound can use only local boundedness of ∇V .
Corollary 3.5. In the hypothesis of Theorem 3.3 we have that

∫ T

0

∫
K

|∇ρm| ≤ ‖ρ0‖L1(BR)

(
FR[ρ0]−FR[ρ(T )] +

∫ T

0

∫
K

ρ|∇V |2
) 1

2

, ∀K ⊂ BR. (3.2)
Proof. We therefore have that∫ T

0

∫
K

|∇ρm| =
∫ T

0

∫
K

ρ| mm−1∇ρ
m−1| ≤

∫ T

0

‖ρ(t)‖L1(BR)

(∫
K

ρ
∣∣∣∇ m

m−1ρ
m−1

∣∣∣2) 1
2

dt

Hence, we conclude the result using Corollary 3.4, Jensen’s inequality and the conservation of the
L1 norm.
Now we move to L1 data. We first point out that Lm(BR) ⊂ L1(BR) so any ρ ∈ L1 has finite FR[ρ].To be precise, by applying Hölder’s inequality with p = 1

m > 1 we have the estimate∫
K

ρm ≤ |K|1−m‖ρ‖mL1(K). (3.3)
Now we apply density in L1 of the solutions with “good” initial data, via the comparison principle
Theorem 3.6 (Existence of solution for L1 initial data). Under the assumptions of Theorem 3.3, there
exists a semigroup S(t) : L1

+(BR)→ L1(BR) with the following properties

1. For 0 < ε−1 ≤ ρ0 ≤ ε and ρ0 ∈ H1(BR), S(t)ρ0 is the unique weak L1 solution constructed in
Theorem 3.3.

2. We have ‖S(t)ρ0‖L1(BR) = ‖ρ0‖L1(BR).

3. We have L1 comparison principle and contraction∫
BR

[S(t)ρ0 − S(t)ρ0]+ ≤
∫
BR

[ρ0 − ρ0]+,

∫
BR

|S(t)ρ0 − S(t)ρ0| ≤
∫
BR

|ρ0 − ρ0|.

4. If ρ0 ∈ L1+ε
+ (BR) is the limit of the solutions uk of (PΦ,R) with (3.1) and

‖ρ(t)‖L1+ε ≤ Cet‖∆V ‖L∞‖ρ0‖L1+ε .

5. If ρ0 ∈ L1
+(BR) and (1.8), then ρ is a very weak L1 solution.

6. If ρ0 ∈ L1
+(BR), then FR[ρ(t)] is non-increasing and we have (3.2). Hence, it is a weak L1 solution.

Remark 3.7. Notice that there is no concentration in finite time. This is due the combinationof the L1 contraction with the uniform L1+ε estimate (2.4). By the L1 contraction, the sequence
S(t) max{ρ0, k} is Cauchy in L1 and hence it has a limit in L1. No Dirac mass may appear in finitetime. In Rn we do not have an equivalent guarantee that S(t)ρ0,k ∈ L1(Rn) for some approximatingsequence. We will, however, have this information in the spaceM(Rn).
Remark 3.8. Notice that the construction of S(t) is unique, since for dense data it produces theunique H1 solution bounded below (which also comes as the limit of the approximations), andthen it is extended into L1 by uniform continuity.
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Proof of Theorem 3.6. We start by defining S(t)ρ0 = ρ for the solutions constructed in Theorem 3.3.Let us construct the rest of the situations.
Step 1. 0 < ε ≤ ρ0 ≤ ε−1 but not necessarily in H1. We regularise ρ0 by any procedure suchthat H1(BR) 3 ρ0,` → ρ0 in L1+ε and a.e.. Hence 0 < ε ≤ ρ0,` ≤ ε−1 for ` large enough. By usingstationary solutions and (2.4) we have that 0 < ω(ε) ≤ ρ` ≤ C(t). By the L1 contraction, for all t > 0,
S(t)ρ0,` is a Cauchy sequence, and hence it has a unique L1 limit. Let

S(t)ρ0 = L1 − lim
`
S(t)ρ0,`.

We have ∫
BR

|S(t)ρ0,` − S(t)ρ0| ≤
∫
BR

|ρ0,` − ρ0|, ` > `0.

For this subsequence ρm` converge to ρm a.e. and, up to a further subsequence, in L∞-weak-?, andhence S(t)ρ0 is a weak L1 solution.
Taking a different ρ0 with the same properties, and ρ0,` its corresponding approximation, againfor ` large, 0 < ω(ε) ≤ ρ ≤ C(t). Then we have that∫

BR

|S(t)ρ0,` − S(t)ρ0,`| ≤
∫
BR

|ρ0,` − ρ0,`|, ` > `0.

Let `→ +∞ we recover the L1 contraction. Similarly for the comparison principle.
Step 2. ρ0 ∈ L1. Approximation by solutions of Theorem 3.3. We define

ρ0,K = max{ρ,K}, ρ0,K,ε = max{ρ,K}+ ε.

For the solutions constructed in Step 1. we have that ρK,ε ↘ ρK as ε↘ 0 and as K ↗ +∞ we have
ρK ↗ ρ. By the L1 contraction, we have as above that the sequence are Cauchy and hence we have
L1 convergence at each stage. The contraction and comparison are proven as in Step 1.
Step 3. Item 4. Due to the L1+ε bound, we know that uk ⇀ ρ∗ weakly in L1+ε((0, T ) × BR). Onthe other hand, we can select adequate regularisations of the initial datum ρ0,` ∈ H1 such that
ε ≤ ρ0,` ≤ ε−1, and the corresponding solutions uk,` of (PΦ,R) with Φ = Φk given by (3.1) satisfy the
L1 contraction. Integrating in (0, T ) we have that∫ T

0

∫
BR

|uk − uk,`| ≤ T
∫
BR

|ρ0 − ρ0,`|.

As k →∞, by the lower semi-continuity of the norm∫ T

0

∫
BR

|ρ∗ − S(t)ρ0,`| ≤ T
∫
BR

|ρ0 − ρ0,`|.

As `→∞ we recover ρ∗ = S(t)ρ0.
Step 4. ρ0 ∈ L1. Solutions in the very weak sense. Finally, let us show that the solutions satisfythe equation in the very weak sense. Since we can integrate by parts, ρK,` satisfies the very weakformulation, and we can pass to the limit to show that so does ρK .
We have shown that ρK ↗ ρ in L1. With the same philosophy, we prove that ρK(t)↗ ρ(t) for every
t > 0 so ρ(t) ∈ L1(BR) for a.e. and we can pass to the limit in the weak formulation. We only needto the deal with the diffusion term. We also have that ρmK ↗ ρm. Due to (3.3) and the MonotoneConvergence Theorem, we deduce that ρm ∈ L1((0, T )×BR).
Step 5. Conservation of mass. Since all the limits above hold in L1, then preservation of the L1

mass follows from the properties proved in Theorem 3.3.
Step 6. Decay of the free energy. Since all the limits above are taken monotonously and a.e., wecan pass to the limit in ∫

BR

ρm,

∫
BR

V ρ

by the Monotone Convergence Theorem. Hence, the decay of the free energy proven in Corol-lary 3.4 extends to L1 solutions. We can also pass to the limit in (3.2).
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4 An equation for the mass

The aim of this section is to develop a well-posedness theory for the mass equation (M). We willshow that the natural notion of solution in this setting is the notion of viscosity solution. We willtake advantage of the construction of the solution ρ of (PR) as the limit of the regularised problems(PΦ,R).

4.1 Mass equation for the regularised problem

If E is radially symmetric and u is the solution solution of (PΦ,R), its mass functionM satisfies
∂M

∂t
= κ(v)2 ∂

∂v
Φ

(
∂M

∂v

)
+ κ(v)

∂M

∂v
E(v), κ(v) = nω

1
n
n v

n−1
n ,

by integrating the equation for u = ∂M
∂v . Notice that when E = ∇V then E = κ(v)∂V∂v . This changeof variables guarantees that∫

BR

f(t, x) dx = |∂B1|
∫ R

0

f(t, r)rn−1 dr =
|∂B1|
|B1|

n

∫ Rv

0

f(t, v) dv =

∫ Rv

0

f(t, v) dv,

for radially symmetric functions.
Theorem 4.1 (Comparison principle formasses). LetM1 andM2 be two classical solutions of the mass
problem such thatM1(0, r) ≤M2(0, r). ThenM1 ≤M2.

Proof. For any λ > 0, let us consider the continuous function
w(t, v) = e−λt(M1(t, v)−M2(t, v)).

Notice that w → 0 as either t → +∞ or v → 0,∞. Assume, towards a contradiction that w reachespositive values. Hence, it reaches a positive global maximum at some point t0 > 0 and v0 ∈ (0,∞).At this maximum
0 =

∂w

∂t
(t0, v0) = e−λt

∂

∂t
(M1 −M2)− λe−λt(M1 −M2)

0 =
∂w

∂v
(t0, v0) = e−λt

∂

∂v
(M1 −M2)

0 ≥ ∂2w

∂v2
(t0, v0) = e−λt

∂2

∂v2
(M1 −M2).

At (t0, v0), we simply write the contradictory result
0 < λeλtw(t0, v0) = λ(M1 −M2) =

∂

∂t
(M1 −M2)

= (nω
1
n
n v

n−1
n )2

{
Φ′
(
∂M1

∂v

)
∂2M1

∂v2
+
∂M1

∂v
E

}
− (nω

1
n
n v

n−1
n )2

{
Φ′
(
∂M2

∂v

)
∂2M2

∂v2
+
∂M2

∂v
E

}
= (nω

1
n
n v

n−1
n )2

{
Φ′
(
∂M1

∂v

)(
∂2M1

∂v2
− ∂2M2

∂v2

)}
≤ 0.

Let us define the Hölder semi-norm for α ∈ (0, 1)

[f ]Cα([a,b]) = sup
x,y∈[a,b]
x6=y

|f(x)− f(y)|
|x− y|α

.

We have the following estimate
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Lemma 4.2 (Spatial regularity of the mass). If u(t, ·) ∈ Lq(BR) for some q ∈ [1,∞) then

[M(t, ·)]
C
q−1
q ([0,Rv ])

≤ ‖u‖Lq(BR). (4.1)
If q =∞ the same holds inW 1,∞(0, Rv).

Proof. For v1 ≥ v2 we have
|M(t, v1)−M(t, v2)| =

∫
B̃v1\B̃v2

u(t, x) dx ≤ ‖u‖Lq |B̃v1 \ B̃v2 |
q−1
q = ‖u‖Lq (v1 − v2)

q−1
q .

Lemma 4.3 (Temporal regularity of the mass). There exists a constant C > 0, independent of u or Φ,
such that ∫ T

0

∫ Rv

0

|Mt|2 dv dt ≤ C

(∫
BR

Ψ(u0) + ‖E‖2L∞
∫ T

0

∫
BR

u(t, x)2 dxdt

)
. (4.2)

In particular, if u0 ∈ L2 and Ψ(u0) ∈ L1 thenM ∈ C 1
2 (0, T ;L1(0, Rv)).

Proof. Let us prove first an estimate for ‖Mt(t, ·)‖L2(0,Rv). SinceM = ∂u
∂v then ∂M

∂t = ∂u
∂v∂t . ApplyingJensen’s inequality ∫ Rv

0

∣∣∣∣∂M∂t (t, v)

∣∣∣∣2 dv =

∫ Rv

0

(∫
B̃v

∂u

∂t
dx

)2

dv

=

∫ Rv

0

(∫
B̃v

∇ · (∇Φ(u) + uE) dx

)2

dv

=

∫ Rv

0

(∫
∂B̃v

(∇Φ(u) + uE) · x
|x|

dSx

)2

dv

≤
∫ Rv

0

∫
∂B̃v

|∇Φ(u) + uE|2 dSx dv.

Making the change of variables v = |B1|rn we have |B̃v| = v = |B1|rn = |Br| and∫ Rv

0

∣∣∣∣∂M∂t (t, v)

∣∣∣∣2 dv ≤
∫ R

0

∫
∂Br

|∇Φ(u) + uE|2 dSx|B1|nrn−1 dr = ‖∇Φ(u) + uE‖2L2(BR).

Due to (2.5) we recover (4.2). Finally
‖M(t1)−M(t2)‖L1(0,Rv) =

∫ Rv

0

|M(t2, v)−M(t1, v)|dv =

∫ Rv

0

∣∣∣∣∫ t2

t1

∂M

∂t
(s, v) ds

∣∣∣∣dv
≤
∫ Rv

0

∫ t2

t1

∣∣∣∣∂M∂t (s, v)

∣∣∣∣dsdv ≤ |t2 − t1|
1
2

∥∥∥∥∂M∂t
∥∥∥∥
L2((0,T )×(0,Rv))

.

4.2 Aggregation-Fast Diffusion

We recall the definition of viscosity solution for the p-Laplace problem, which deals with the singular(p ∈ (1, 2)) and degenerate (p > 2) cases. We recall the definition found in many texts (see, e.g., [31,37] and the references therein).
Definition 4.4. For p > 1 a function u is a viscosity supersolution of −∆pu = f(x, u,∇u) if, u 6≡ ∞,and for every φ ∈ C2(Ω) such that u ≥ ϕ, u(x0) = ϕ(x0) and ∇ϕ(x) 6= 0 for all x 6= x0 it holds that

lim
r→0

sup
x∈Br(x0)\{x0}

(−∆pϕ(x)) ≥ f(x0, u(x0),∇ϕ(x0)).

Similarly, for our problem we define
16



Definition 4.5. Form ∈ (0, 1) a function u is a viscosity supersolution of (M) if, for every t0 > 0, v0 ∈
(0, Rv) and for every φ ∈ C2((t0 − ε, t0 + ε) × (v0 − ε, v0 + ε)) such that M ≥ φ, M(v0) = ϕ(v0) and
∂ϕ
∂v (v) 6= 0 for all v 6= v0 it holds that

∂ϕ

∂t
(t0, v0)− (nω

1
n v

n−1
n

0 )2

[
lim
r→0

sup
0<|v−v0|<r

∂

∂v

[(
∂ϕ

∂v

)m]
+
∂ϕ

∂v
(t0, v0)

∂V

∂v
(v0)

]
≥ 0. (M)

The corresponding definition of subsolution is made by inverting the inequalities. A viscosity solu-tion is a function that is a viscosity sub and supersolution.
Remark 4.6. Since we have a one dimensional problem, we can write the viscosity formulationequivalently by multiplying by (∂ϕ∂v )1−m everywhere, to write the problem in degenerate rather thansingular form.
Remark 4.7. Our functionsM will be increasing in v. This allows to a simplification of the conditionin some cases. For example, if also have a lower bound on ρ, in the sense that

M(t, v2)−M(t, v1) ≥ c(v2 − v1), ∀v0 + ε ≥ v2 ≥ v1 ≥ v0 − ε where c > 0

then we know that it suffices to take viscosity test functions ϕ such ∂ϕ
∂v ≥

c
2 . In particular, we cansimplify the definition of sub and super-solution by removing the limit and the supremum.

Remark 4.8. We can define the upper jet as
J 2,+M(t0, v0) =

{
(Dϕ(t0, v0), D2ϕ(t0, v0))

: ϕ ∈ C2((t0 − ε, t0 + ε)× (v0 − ε, v0 + ε)),

M(t, v)− ϕ(t, v) ≤ 0 = M(t0, v0)− ϕ(t0, v0)
}
.

The elements of the upper jet are usually denoted by (p,X). The lower jet J 2,− is constructed bychanging the inequality above. The definition of viscosity subsolution (resp. super-) can be writtenin terms of the upper jet (resp. lower).
Theorem 4.9 (Existence from the semigroup theory for ρ). Let ρ0 ∈ L1(BR). Then

M(t, v) =

∫
B̃v

S(t)[ρ0](x) dx

is a viscosity solution of (M)withM(t, 0) = 0 andM(t, Rv) = ‖ρ0‖L1(BR). Furthermore, for any v1, v2, T >

0,M ∈ C([0, T ]× [v1, v2]) with a modulus of continuity that depends only on n,m, v1, v2, T, ‖∂V∂v ‖L∞(v1,v2)

and the modulus of continuity of Mρ0 in [v1, v2] . Moreover, we have the following interior regularity
estimate: for any T1 > 0 and 0 < v1 < v2 < Rv there exists γ > 0 and α ∈ (0, 1) depending only on
n,m, ‖∂V∂v ‖L∞(v1,v2), v1, v2, T1, such that

|M(t1, v1)−M(t2, v2)| ≤ γ

 |v1 − v2|+ ‖ρ0‖
m−1
m+1

L1(BR)|t1 − t2|
1

m+1

min{v1, Rv − v2}+ ‖ρ0‖
m−1
m+1

L1(BR)T
1

m+1

1

α

, (4.3)

for all (ti, vi) ∈ [T1,+∞)× [v1, v2].

Proof. Step 1. ε ≤ ρ0 ≤ ε−1 and H1(BR). Let us show that
Muk →Mρ uniformly in [0, T ]×BR.

Mρ is a viscosity solution of (M) andMρ is a weak local solution in the sense of Appendix A.
By our construction of ρ by regularised problems in Theorem 3.3, the strong Lq convergence of ukto ρ ensures that∫ T

0

sup
v∈[0,Rv ]

|Muk(t, v)−Mρ(t, v)|dt ≤
∫ T

0

∫
Rn
|uk(t, x)− ρ(t, x)|dx dt→ 0.

17



So we knowMuk →Mρ in L1(0, T ;L∞(0, Rv)), and hence (up a to a subsequence) a.e.
Through estimates (4.1), (4.2) , and Theorem B.1 we have
|Muk(t1, v1)−Muk(t2, v2)| ≤ C(ε)(|v1 − v2|α + |t− s|γ), t, s ∈ [0, T ], v1, v2 ∈ [ε,Rv − ε]. (4.4)

To check thatMρ is a viscosity solution, we select v0 ∈ (0, Rv). Taking a suitable interval (ε,Rv − ε) 3
v0, by the Ascoli-Arzelá theorem, a further subsequence is uniformly convergent. Since we havecharacterised the a.e. limit we have

‖Muk −Mρ‖L∞([0,T ]×[ε,Rv−ε])→ 0.

Due to the uniform convergence, we can pass to the limit in the sense of viscosity solutions andMρis a viscosity solution at x0.
The argument is classical and goes as follows (see [23]). Take a viscosity test function ϕ touching
Mρ from above at x0. Then, due to the uniform convergenceMuk toMρ in a neighbourhood of x0,there exists points xk whereϕ touchesMuk from above. We apply the definition of viscosity solutionforMuk at xk, and pass to the limit.
Due to the pointwise convergence,Mρ also satisfies (4.4).
Step 2. ρ0 ∈ L1. We pick the approximating sequence

ρ0,K,ε = max{ρ0,K}+ ε.

As we did in Theorem 3.6 the L1 limit of the corresponding solutions is S(t)ρ0. Furthermore, thelimits ε↘ 0 and K ↗ +∞ are taking monotonically in ρ, so also monotically inM . This guaranteesmonotone convergence inM . With the universal upper bound 1 we have L1 convergence.
Since the Cα bound is uniform away from 0, we know thatM maintains it and is continuous. Dueto Dini’s theorem the convergence is uniform over [0, T ]× [ε,Rv − ε], andMρ is a viscosity solutionof the problem.
The valueM(t, 0) = 0 is given by S(t)ρ0 ∈ L1(BR) and the value atM(t, Rv) = a0,R by the fact that
‖S(t)ρ0‖L1(BR) = ‖ρ0‖L1(BR) = a0,R. The uniform continuity is a direct application of Corollary A.3.We point out that, since ρ0 ∈ L1(BR), then Mρ0 is point-wise continuous, and therefore uniformlycontinuous over compact sets. Estimate (4.3) follows from Theorem A.1.
Let us now state a comparison principle, under simplifying hypothesis.
Theorem 4.10 (Comparison principle of viscosity solutions if ρ is bounded below). LetM andM be
uniformly continuous sub and supersolution. Assume, furthermore, that there exists C0 > 0 such that

M(t, v2)−M(t, v1) ≥ C0(v2 − v1), ∀v2 ≥ v1.

Then, the solutions are ordered, i.e. M ≤M .

Proof. Assume, towards a contradiction that
sup

t>0,v∈[0,Rv ]

(M(t, v)−M(t, v)) = σ > 0.

Since both functions are continuous, there exists (t1, v1) such thatM(t1, v1)−M(t1, v1) > 3σ
4 . Clearly,

t1, v1 > 0. Let us take λ positive such that
λ <

σ

16(t1 + 1)
.

With this choice, we have that
2λt1 <

σ

4
.

For this ε and λ fixed, let us construct the variable-doubling function defined as
Φ(t, s, v, ξ) = M(t, v)−M(s, ξ)− |v − ξ|

2 + |s− t|2

ε2
− λ(s+ t).
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This function is continuous and bounded above, so it achieves a maximum at some point. Let usname this maximum depending on ε, but not on λ by
Φ(tε, sε, vε, sε) ≥ Φ(t1, t1, v1, v1) >

3σ

4
− 2λt1 >

σ

2
.

In particular, it holds that
M(tε, vε)−M(sε, ξε) ≥ Φ(tε, sε, vε, ξε) >

σ

2
. (4.5)

Step 1. Variables collapse. As Φ(tε, sε, vε, ξε) ≥ Φ(0, 0, 0, 0), we have
|vε − ξε|2 + |sε − tε|2

ε2
+ λ(sε + tε) ≤M(tε, vε)−M(sε, ξε)− Φ(0, 0, 0, 0) ≤ C.

Therefore, we obtain
|vε − ξε|+ |tε − sε| ≤ Cε.

This implies that, as ε→ 0, the variable doubling collapses to a single point.
We can improve the first estimate using that Φ(tε, sε, vε, ξε) ≥ Φ(tε, tε, vε, vε). This gives us

|vε − ξε|2 + |sε − tε|2

ε2
≤M(tε, vε)−M(sε, ξε) + λ(tε − sε)

≤M(tε, vε)−M(sε, ξε) + Cε.

SinceM is uniformly continuous, we have that
lim
ε→0

|vε − ξε|2 + |sε − tε|2

ε2
= 0. (4.6)

Step 2. For ε > 0 sufficiently small, the points are interior. We show that there exists µ suchthat tε, sε ≥ µ > 0 for ε > 0 small enough. For this, sinceM andM are uniformly continuous we canestimate as
σ

2
< M(tε, vε)−M(sε, ξε)

= M(tε, vε)−M(0, vε) +M(0, vε)−M(0, vε) +M(0, vε)−M(tε, vε) +M(tε, vε)−M(sε, ξε)

≤ ω(tε) + ω(|vε − ξε|+ |tε − sε|),

where ω ≥ 0 is a modulus of continuity (the minimum of the moduli of continuity ofM andM ), i.e.a continuous non-decreasing function such that limr→0 ω(r) = 0. For ε > 0 such that
ω(|vε − ξε|+ |tε − sε|) <

σ

4
,

we have ω(tε) >
σ
4 . The reasoning is analogous for sε. For vε we can proceed much in the samemanner

σ

2
< M(tε, vε)−M(sε, ξε)

= M(tε, vε)−M(tε, 0) +M(tε, 0)−M(tε, vε) +M(tε, vε)−M(sε, ξε)

≤ ω(vε) + ω(|vε − ξε|+ |tε − sε|).

And analogously for ξε. A similar argument holds for Rv − vε and Rv − ξε.
Step 3. Choosing viscosity test functions. Unlike in the case of first order equations, there is nosimple choice of ϕ that works in the viscosity formula. We have to take a detailed look at the jetsets. Due to [23, Theorem 3.2] applied to u1 = M , u2 = −M and

ϕε(t, s, v, ξ) =
|v − ξ|2 + |s− t|2

ε2
+ λ(s+ t)
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for any δ > 0, there exists X and X in the corresponding jets such that(
∂ϕε
∂(t, v)

(zε), X

)
∈ J 2,+M(tε, vε),

(
− ∂ϕε
∂(s, ξ)

(zε),−X
)
∈ J 2,−M(sε, ξε),

where zε = (tε, sε, vε, ξε) and we have
−(δ−1 + ‖A‖)I ≤

(
X
−X

)
≤ A+ δA2

where A = D2ϕε(zε). In particular, this implies that the term of second spatial derivatives satisfies
X22 ≤ X22 (see [23]). Notice that

∂ϕ

∂t
(zε) =

2(tε − sε)
ε2

+ λ, −∂ϕ
∂s

(zε) =
2(tε − sε)

ε2
− λ

and
∂ϕ

∂v
(zε) =

2(vε − ξε)
ε2

= −∂ϕ
∂ξ

(zε).

SinceM(tε, v)− Φ(tε, sε, v, ξε) as a maximum at v = ξε we have that, for v > vε

|v − ξε|2 − |vε − ξε|2

ε2
≥M(tε, v)−M(tε, vε) ≥ C0(v − vε).

Therefore, we conclude
2(vε − ξε)

ε2
≥ C0.

Plugging everything back into the notion of viscosity sub and super-solution
2(tε − sε)

ε2
+ λ+H

(
vε,

2(vε − ξε)
ε2

, X

)
≤ 0

2(tε − sε)
ε2

− λ+H

(
ξε,

2(vε − ξε)
ε2

, X

)
≥ 0

where
H(v, p,X) = −(nω

1
n
n v

n−1
n )2

{
mpm−1X22 + p

∂V

∂v
(v)

}
.

Step 4. A contradiction. Substracting these two equations
0 < 2λ ≤ H

(
ξε,

2(vε − ξε)
ε2

, X

)
−H

(
vε,

2(vε − ξε)
ε2

, X

)
= H

(
ξε,

2(vε − ξε)
ε2

, X

)
−H

(
ξε,

2(vε − ξε)
ε2

, X

)
+H

(
ξε,

2(vε − ξε)
ε2

, X

)
−H

(
vε,

2(vε − ξε)
ε2

, X

)
≤ H

(
ξε,

2(vε − ξε)
ε2

, X

)
−H

(
vε,

2(vε − ξε)
ε2

, X

)
= (nω

1
n
n )2 2(vε − ξε)

ε2

(
v

2n−1
n

ε
∂V

∂v
(vε)− ξ

2n−1
n

ε
∂V

∂v
(ξε)

)
→ 0,

since v2n−1
n

∂V
∂v (v) = rn−1 ∂V

∂r is Lipschitz continuous and (4.6).
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5 Existence of concentrating solutions

When we now take F : (0,∞)→ (0,∞)

ρF (x) =
(

1−m
m F (V (x))

)− 1
1−m

, 0 ≤ F ′ ≤ 1, F (0) = 0, (5.1)
we have that ρF ≥ ρV , so the corresponding solutions with ρ(0, x) = ρF (x) satisfies

ρ(t, x) ≥ ρV (x), ∀t ≥ 0, x ∈ BR.

We will prove that with this initial data we have U = ∂M
∂t ≥ 0 by showing it satisfies a PDE with acomparison principle and U(0, ·) ≥ 0. First, we prove an auxiliary result for the regularised problem.

Theorem 5.1 (Solutions of (PΦ,R) with increasing mass). Let h ∈ R, F be such that 0 ≤ F ′ ≤ 1,
F (0) = 0,

u0 = Θ−1
(
h− F (V (x))

)
, (5.2)

u be the solution of (PΦ,R) andM be its mass. Then, we have that

M(t+ h, x) ≥M(t, x), ∀h ≥ 0 (5.3)
and

M(t, v2)−M(t, v1) ≥
∫
B̃v2\B̃v1

Θ−1(h− V (x)) dx, ∀v1 ≤ v2. (5.4)
Proof. Notice also thatF (s) ≤ s so u0(x) ≥ Θ−1(h−V (x)), and this is a stationary solution. Hence thisinequality holds for u(t) as well, due to Theorem 2.10. Thus (5.4) holds. Since u ∈ C1((0, T );C(BR)),we can consider

U(t, v) =

∫
B̃v

∂u

∂t
(t, x) dx =

∂M

∂t
.

Due to (2.3), U ∈ C((0, T )× [0, Rv]). Since we haveM(t, 0) = 0,M(t, Rv) = 1 the boundary conditionsare U(t, 0) = U(t, Rv) = 0. Using the equation for the mass we have that
U(t, 0) = (nωnv

n−1
n )2u0

∂

∂v
(Θ(u0) + V ) ≥ 0,

since ∂V/∂v ≥ 0, by hypothesis. Taking formally a time derivative in the equation of the mass, weobtain that
∂U

∂t
= (nωnv

n−1
n )2

(
∂

∂v

(
Φ′(u)

∂M

∂v∂t

)
+

∂M

∂t∂v

∂V

∂v

)
= (nωnv

n−1
n )2

(
∂

∂v

(
Φ′(u)

∂U

∂v

)
+
∂U

∂v

∂V

∂v

)
= A(v)

∂2U

∂v2
+B(v)

∂U

∂v

where A(v) = (nωnv
n−1
n )2Φ′(u) ≥ 0 and B(v) = (nωnv

n−1
n )2( ∂∂v [Φ′(u)] + ∂V

∂v ). This can be justified inthe weak local sense. For ϕ ∈ C∞c ((0, T )× (0, Rv)) we can write
−
∫ T

0

∫ Rv

0

M
∂ϕ

∂t
= −

∫ T

0

∫ Rv

0

Φ (u)
∂

∂v

(
(nωnv

n−1
n )2ϕ

)
+

∫ T

0

∫ Rv

0

(nωnv
n−1
n )2 ∂M

∂v

∂V

∂v
ϕ,

we can simply take ϕ = ∂ψ
∂t and integrating by parts in time to recover∫ T

0

∫ Rv

0

∂M

∂t

∂ψ

∂t
=

∫ T

0

∫ Rv

0

∂

∂t
(Φ (u))

∂

∂v

(
(nωnv

n−1
n )2ψ

)
−
∫ T

0

∫ Rv

0

(nωnv
n−1
n )2 ∂M

∂t∂v

∂V

∂v
ψ.

Since u is C1 then ∂
∂t (Φ (u)) = Φ′(u)∂U∂t is a continuous function. Operating with the derivatives of

ψ, we recover that∫ T

0

∫ Rv

0

U

{
∂ψ

∂t
+

∂

∂v

(
A(v)

∂ψ

∂v

)
+

∂

∂v
(B(v)ψ)

}
= 0, ∀ψ ∈ C∞c ((0, T )× (0, Rv)).
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We now show that U is a solution in the weak sense, incorporating the boundary conditions. Since
U is continuous and U(t, 0) = U(t, Rv) = 0, for any ψ suitably regular we can use an approximatingsequence ψk ∈ C∞c ((0, T )× (0, Rv)) to show that∫ Rv

0

U(T )ψ(T ) dv +

∫ T

0

∫ Rv

0

U

{
∂ψ

∂t
+

∂

∂v

(
A(v)

∂ψ

∂v

)
+

∂

∂v
(B(v)ψ)

}
=

∫ Rv

0

U(0)ψ(0) dv.

Fix Ψ0 smooth and let Ψ the solution of
∂Ψ

∂t
=

∂

∂v

(
A(v)

∂Ψ

∂v

)
+

∂

∂v
(B(v)Ψ) in (0, T )× (0, Rv)

Ψ(t, 0) = Ψ(0, Rv) = 0,

Ψ(0, v) = Ψ0.

(5.5)

If Ψ is a classical interior solution, then taking as a test function ψ(t, x) = Ψ(T − t, x) we have that∫ Rv

0

U(T )Ψ0 dv =

∫ Rv

0

U(0)Ψ(T ) dv.

Notice that A(0) = 0. Substituting A by the uniformly elliptic diffusion A(v) + δ, δ > 0, and letting
δ ↘ 0, for any Ψ0 ≥ 0, we can construct a non-negative solution of (5.5). Therefore, since U(0) ≥ 0we have that U ≥ 0 in (0, T )× (0, Rv), and the proof is complete.
Now we move to considering suitable initial data for (PR). Let us pick b1, b2 ≥ 0, D(b1, b2) ∈ [0, 1]and

ρD(x) =

{
D(b1, b2)

−1
1−m ρV (x) if V (x) ∈ [b1, b2],

ρV (x) otherwise. (5.6a)
This solution corresponds to ρF taking

F (s) =

{
D(b1, b2)s if s ∈ [b1, b2],

s otherwise.
Notice that ρD ∈ L1+ε(BR) due to the assumption (1.5). We select b1, b2 and D(b1, b2) so that

a0,R =

∫
BR

ρD =

∫
{x∈BR:V (x)/∈[b1,b2]}

ρV +D(b1, b2)
−1

1−m

∫
{x∈BR:V (x)∈[b1,b2]}

ρV . (5.6b)
If 0 ≤ b1 < b2 ≤ supBR V then we can solve

D(b1, b2) =

(
a0,R −

∫
{x∈BR:V (x)/∈[b1,b2]} ρV∫
{x:V (x)∈[b1,b2]} ρV

)−(1−m)

< 1, (5.7)
since ∫

BR
ρV < a0,R. It is easy to see that, since V is radially non-decreasing,∫

Br

ρD ≤ (a0R − aV R) +

∫
Br

ρV , ∀r ∈ [0, R]. (5.8)
The construction is quite elaborate, but the idea is sketched in Figure 1.
Theorem 5.2 (Solutions of (PR) with increasing mass). Under the hypothesis of Theorem 3.3, let ρD be
given by (5.6). Then, the massM of ρ(t) = S(t)ρ0 constructed in Theorem 3.6 is such that

M(t, v)↗ (a0,R − aV,R) +MρV (v) uniformly in [ε,Rv].

In particular, ρ(t, ·) ⇀ (a0,R − aV,R)δ0 + ρV weak-? in the sense of measures.
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Figure 1: Example of ρD for some parameters b1 and b2. In this example a0,R = 1.
Proof of Theorem 5.2. Step 1. Properties by approximation. Since ρD ∈ L1+ε, looking at howwe constructed S(t)ρ0 in Theorems 3.3 and 3.6, it can approximated by Sk(t)ρ0 where Sk is thesemigroup of (PΦ,R) with Φk given by (3.1). Notice that, the associated Θk given by (2.10) is

Θk(s) = m
1−m

(
1− sm−1

)
, for s ∈ [k−1, k].

Hence, we recover
Θ−1
k (s) = (1− 1−m

m s)−
1

1−m , for s ∈ [Θk(k−1),Θk(k)].

Taking h = m
1−m in (5.2) we have initial data u0,k such that

u0,k = ( 1
1−mF (V ))−

1
1−m , whenever F (V (x)) ∈ [Θk(k−1),Θk(k)],

and Muk non-decreasing in t. This corresponds to an interval of the form v ∈ [εk, Rv − δk]. Let usdenote uk = Sk(t)u0,k. Due to the L1 contraction we have that∫
BR

|uk(t)− Sk(t)ρD|dx ≤
∫
BR

|u0,k − ρD|dx.

Hence, by Theorem 3.6 we infer that Sk(t)u0,k → S(t)ρD in L1(BR) for a.e. t > 0. This guarantees thea.e. convergence of themasses. Hence, themass functionM , which is already a viscosity solution of(M) andCα regular, also inherits the point-wise estimate fromMuk in (5.4).M is also non-decreasingin t and v. Moreover, due to (5.8) and Theorem 4.9 due to Equation (4.3), we conclude that
MρD (v) ≤M(t, v) ≤ (a0,R − aV,R) +MρV (v). (5.9)

Step 2. Uniform convergence ofM(t, ·) as t→ +∞. SinceM is point-wise non-decreasing in t andbounded above by a0,R, we know there exists a functionM∞ such that
M(t, x)↗M∞(x), t↗∞. (5.10)
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By the estimate (4.3) we know that M∞ belongs to Cαloc((0, Rv)) and hence continuous in interiorpoints. On the other hand, (5.9) implies
MρD (v) ≤M∞(v) ≤ (a0,R − aV,R) +MρV (v).

Hence, by the sandwich theorem, M∞(Rv) = a0,R and it is continuous at Rv (due to the explicitformulas we can actually show rates). SinceM∞ is non-decreasing andM∞ ≥ 0, due to (5.10), thereexists a limit
lim
v→0

M∞(v) ≤ a0,R − aV,R.

Defining M∞(0) = limv→0M∞(v), the function is obviously continuous in [0, Rv]. Hence, applyingDini’s theorem, we know that
sup

v∈[ε,Rv ]

|M(t, v)−M∞(v)| → 0.

Due to (5.4) and our choice of h, we have that
M∞(v2)−M∞(v1) ≥ (v2 − v1) inf

B̃v2\B̃v1
ρV , ∀v1 ≤ v2. (5.11)

Step 3. Characterisation of M∞ as a viscosity solution. Let us check that M∞ is a viscositysolution of
∂2M∞
∂v2

+
1

m

(
∂M∞
∂v

)2−m
∂V

∂v
= 0. (5.12)

Due to our lower bound (5.11), ∂M∞∂v is bounded below. We define the sequence of masses Mn :
[0, 1] × [0, Rv] → R given by Mn(t, v) = M(t − n, v). These are viscosity solutions for (M) due toTheorem 4.9. We also know that

sup
(t,v)∈[0,1]×[ε,Rv]

|Mn(t, v)−M∞(v)| → 0.

By standard arguments of stability of viscosity solutions,M∞ is also a solution of (M). Since it doesnot depend on t, we can select spatial viscosity test functions, and hence it is a solution of (5.12).Since we have removed the time dependency, we dropped also the spatial weight (nωnv
n−1
n )2.

Step 4. M∞ is C2((0, Rv)).
Step 4a. Lipschitz regularity Since M∞ is non-decreasing, at the point of contact of a viscositytest function touching from below, we deduce

−∂
2ϕ

∂v2
(v0) ≥ 1

m

(
∂ϕ

∂v
(v0)

)2−m
∂V

∂v
(v0) ≥ 0.

Hence, M∞ is a viscosity super-solution of −∆M = 0. Due to [30], we have that M is also a dis-tributional super-solution of −∆M = 0. Distributional super-solutions are concave. Since M∞ isconcave, it isW 1,∞([ε,Rv − ε]) of all ε > 0.
Step 4b. Higher regularity by bootstrap. Now we can treat the right-hand side as a datum

f =
1

m

(
∂M∞
∂v

(v0)

)2−m
∂V

∂v
∈ L∞(ε,Rv − ε).

Applying the regularisation results in [12] we recover thatM∞ ∈ C1,α(2ε,Rv−2ε). Since V ∈W 2,∞ =
C0,1, then f ∈ C0,β(2ε,Rv − 2ε) for some β > 0, soM∞ ∈ C2,β(4ε,Rv − 4ε).
Step 5. Explicit formula of M∞. Since M∞ ∈ C2((0, Rv)) ∩ C([0, Rv]), we can integrate (5.12) toshow that

M∞(v) = M∞(0) +MρV+h

for some h ≥ 0. Since M∞(Rv) −M∞(0) = a0,R −M∞(0) ≤ aV then, for some h ≥ 0 we have that
M∞(Rv)−M∞(0) = aV+h,R. By the comparison principle, which holds due to (5.11), we conclude theequalityM∞(v)−M∞(0) = MρV+h

(v) for v ∈ [0, Rv]. Due to (5.11), the singularity at 0 is incompatiblewith h > 0. Thus h = 0.
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Remark 5.3. Notice that the aggregation does not occur in finite time, since we assume (1.5).
Proof of Theorem 1.1. To compute the lim inf , it suffices to pick a ρD such that ρ0 ≥ ρD. We pick
b2 = supBR V . Since ρ0 ≥ ρV we know that∫

Br

ρ0(x) dx ≥
∫
Br

ρV (x) dx =

∫
Br

ρD(x) dx, ∀r such that V (re1) ≤ b1.

Now we choose b1 such that the inequality holds also when V (re1) ≥ b1. Since ρ0 ∈ L∞(BR \ Br1)then we have ∫
Br

ρ0(x) dx ≥ a0,R − |Br|‖ρ0‖L∞(BR\Br1 ), ∀r ∈ [r1, R].

For each choice of b1 we recover that∫
Br

ρD(x) dx ≤ a0,R − |Br|D(b1, b2)−
1

1−m inf
BR\Br

ρV , ∀r such that V (re1) ≥ b1

We have to pick b1 large enough so that V (r1e1) ≥ b1 and so that
D(b1, b2) ≤

(‖ρ0‖L∞(BR\Br1 )

infBR\Br ρV

)−(1−m)

.

This is possible since (5.7) implies that D(b1, b2)→ 0 as b1 ↗ b2 for V strictly increasing.
If we assume (1.11), by the comparison of masses we have∫

Br

ρ(t, x) dx ≤ (a0,R − aV,R) +MρV (v), ∀r ∈ [0, R].

Then, the lim inf and lim sup coincide with this upper bound, i.e.
lim

t→+∞

∫
Br

ρ(t, x) dx = (a0,R − aV,R) +MρV (v), ∀r ∈ [0, R].

To check the convergence in Wasserstein distance, we must write the convergence of the massesin L1 in radial coordinates. Let µ∞,R = (a0,R − aV,R)δ0 + ρV , then we have that
d1(ρ(t), µ∞,R) = nωn

∫ R

0

∣∣∣∣∫
Br

ρ(t, x) dx− µ∞,R(Br)

∣∣∣∣ rn−1 dr.

due to the fact that the optimal transport between radial densities is radial and the characterisationof d1 in one dimension (see [46]). Since we have shown in the proof above that ∫
Br
ρ(t) dx ≤ µ∞(Br)

d1(ρ(t), µ∞) = nωn

∫ R

0

(
µ∞,R(Br)−

∫
Br

ρ(t, x) dx

)
rn−1 dr.

Due to the monotone convergence ∫
Br
ρ(t, x)↗ µ∞,R(Br) for r ∈ (0, R], the right-hand goes to 0 as

t→ +∞.

6 Minimisation of FR

It is very easy to see that the free energy FR is bounded below, in particular
FR[ρ] ≥ − 1

1−m |BR|
1

1−m ‖ρ‖mL1(BR), (6.1)
due to (3.3) and that V ≥ 0. Therefore, there exists a minimising sequence. The problem is thatthe functional setting does not offer sufficient compactness to guarantee its minimiser is in L1(BR).However, we can define its extension to the set of measures as

F̃R[µ] = − 1
1−m

∫
BR

µmac +

∫
BR

V dµ
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This is the unique extension of FR toM+(BR) that is lower-semicontinuous in the weak-? topology(see [25] and related results in [11]).
Since we work on a bounded domain, tightness of measures is not a limitation. For convenience,let us define for ρ ∈ L1(BR),

Em,R[ρ] = 1
m−1

∫
BR

ρ(x)m dx.

Let us denote the set of non-negative measures of fixed total mass m in BR as
Pm(BR) = {µ ∈M+(BR) : µ(BR) = m}.

We have the following result
Theorem 6.1 (Characterisation of the unique minimiser of FR). Let us fix m > 0, V ∈ W 2,∞(BR),
V (0) = 0 and V is radially increasing. Then, any sequence ρj minimising FR over Pm(BR) ∩ L1(BR)
converges weakly-? in the sense of measures to

µ∞,m =

{
ρV+h for h such that aV+h = m,

(m− aV,R)δ0 + ρV if aV,R < m.

Furthermore,
F̃R[µ∞,m] = inf

µ∈Pm(BR)
F̃R[µ] = inf

ρ∈Pm(BR)∩L1(BR)
FR[ρ]. (6.2)

Remark 6.2 (Lieb’s trick). Given a radially decreasing ρ ≥ 0, ρq ∈ L1(BR) for some q > 0 (for any
R ≤ ∞), using and old trick of Lieb’s (see [34, 35]) we get, for |x| ≤ R,∫

BR

ρq dx = nωn

∫ R

0

ρ(r)qrn−1 dr ≥ nωn
∫ |x|

0

ρ(r)qrn−1 dr ≥ nωnρ(x)q
∫ |x|

0

rn−1 dr.

Hence, we deduce the point-wise estimate

ρ(x) ≤

( ∫
BR

ρq

nωn|x|n

) 1
q

. (6.3)
It is easy to see that (6.3) is not sharp. However, it is useful to prove tightness for sets of probabilitymeasures. Similarly, if additionally V ρ ∈ L1(BR), and V ≥ 0 we can estimate∫

BR

V ρ dx = nωn

∫ |x|
0

V (r)ρ(r)rn−1 dr ≥ nωn
∫ |x|

0

V (r)ρ(r)rn−1 dr ≥ nωnρ(x)

∫ |x|
0

V (r)rn−1 dr,

so we recover the point-wise estimate
ρ(x) ≤

∫
BR

V ρ∫
B|x|

V
. (6.4)

Proof of Theorem 6.1. The second equality in (6.2) is due to theweak-?density ofL1
+(BR) in the space

of non-negative measures, and the construction of F̃R (see [25]). Let us consider a minimisingsequence. Let us show that we can replace it by a radially-decreasing minimising sequence. Let
ρj ∈ L1

+(BR) with ‖ρj‖L1 = m. By standard rearrangement results
Em,R[ρ?j ] = Em,R[ρj ].

Since V ≥ 0 and radially symmetric and non-decreasing then∫
BR

V (x)ρ?j (x) dx ≤
∫
BR

V (x)ρj(x) dx.
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Hence, there exists minimising sequence ρj ∈ L1(BR) that we can assume radially non-increasing.Since ρj ∈ Pm(BR), by Prokhorov’s theorem, this minimising sequence must have a weak-? limit inthe sense of measures, denoted by µ∞,m.
We use the following upper and lower bounds that follow from (3.3)∫

BR

V ρj ≤ FR[ρj ] + 1
1−m

∫
BR

ρmj ≤ FR[ρj ] + 1
1−m |BR|

1−m‖ρj‖L1 .

Due to (6.4) we have a uniform bound in L∞(BR \ Bε) for any ε > 0. Thus, there exists ρ∞ ∈
L1

+(BR) ∩ L∞(BR \Bε) for any ε ≥ 0 such that
µ∞,m =

(
m− ‖ρ∞‖L1(BR)

)
δ0 + ρ∞.

Let us now characterise this measure. For ϕ ∈ C∞c (Rn) we take
ψ(x) =

(
ϕ(x)−

∫
BR

ϕ(y)ρ∞(y) dy

)
ρ∞(x). (6.5)

For ϕ fixed, there is ε0 > 0 such that for ε < ε0, µ∞,m + εψ ∈ Pm(Rn) and, hence,
FR[ρ∞] = F̃R[µ∞,m] ≤ F̃R [µ∞,m + εψ] .

Hence, we get the expression
Em,R [ρ∞ + εψ]− Em,R[ρ∞] + ε

∫
BR

V (x)ψ(x) dx ≥ 0.

We write
Em,R [ρ∞ + εψ]− Em,R[ρ∞]

ε
=

m

m− 1

∫ 1

0

(∫
BR

|ρ(x) + tεψ(x)|m−2(ρ(x) + tεψ(x))ψ(x) dx

)
dt.

Since we have the estimate∣∣∣∣∫
Ω

|ρ(x) + tεψ(x)|m−2(ρ(x) + tεψ(x))ψ(x) dx

∣∣∣∣ ≤ (‖ρ∞‖Lm + ε0‖ψ‖Lm)m−1‖ψ‖Lm ,

we recover by the Dominated Convergence Theorem
lim
ε→0

Em,R [ρ∞ + εψ]− Em,R[ρ∞]

ε
=

m

m− 1

∫
BR

ρm−1
∞ ψ.

Thus, as ε→ 0 the following inequality holds∫
BR

I[ρ∞]ψ ≥ 0, with I[ρ]:=
m

m− 1
ρm−1 + V.

Applying the same reasoning for −ψ (which corresponds to taking −ϕ instead of ϕ), we deduce thereversed inequality, and hence the equality to 0. This means that
0 =

∫
BR

I[ρ∞](x)ϕ(x)ρ∞(x) dx−
∫
BR

(∫
BR

ϕ(y)ρ∞(y) dy

)
I[ρ∞](x)ρ∞(x) dx

=

∫
BR

I[ρ∞](x)ϕ(x)ρ∞(x) dx−
∫
BR

(∫
BR

ϕ(x)ρ∞(x) dx

)
I[ρ∞](y)ρ∞(y) dy

=

∫
BR

ϕ(x)ρ∞(x)

(
I[ρ∞](x)−

∫
BR

I[ρ∞](y)ρ∞(y) dy

)
dx

As ϕ concentrates to a point, we recover for a.e. x either
ρ∞(x) = 0 or I[ρ∞](x) =

∫
BR

I[ρ∞](y)ρ∞(y) dy =: C[ρ∞].
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Notice that the right hand of the second term is a constant. Since ρ∞ is radially decreasing thenthere exists R∞ > 0 such that

ρ∞(x) =


(

1−m
m

(V − C[ρ∞])

)− 1
1−m

|x| ≤ R∞,

0 R∞ < |x| < R.

Since F̃R[mδ0] = 0 then ρ∞ = 0 is not the minimiser, we recover that R∞ > 0 and hence, evaluatingnear 0 we have that h = −C[ρ∞] ≥ 0.
Let us now prove that R∞ = R. Due to the definition of I , we deduce

C[ρ∞] = FR[ρ∞] +
1

m− 1

∫
BR

ρm∞ = inf
ρ∈L1(BR)∩Pm(BR)

FR[ρ] +
1

m− 1

∫
BR

ρm∞.

Therefore, we infer that C[ρ∞] = C(R∞) where
C(τ) = inf

ρ∈L1(BR)∩Pm(BR)
FR[ρ] +

1

m− 1

∫ τ

0

(
1−m
m

(V (r)− C(τ))

)− m
1−m

rn−1 dr.

Taking a derivative with respect to R and applying Leibniz’s rule
dC

dτ
(τ) =−m

∫ R

0

(
1−m
m

(V (r)− C(τ))

)− 1
1−m

rn−1 dr
dC

dτ
+

1

m− 1

(
1−m
m

(V (τ)− C(τ))

)− m
1−m

τn−1,

and hence
dC

dτ
(τ) =

1
m−1

(
1−m
m (V (τ)− C(τ))

)− m
1−m τn−1(

1 +m
∫ τ

0

(
1−m
m (V (r)− C(τ))

)− 1
1−m rn−1 dr

) ≤ 0.

Finally, we conclude that
FR[ρ∞] = C[ρ∞] +

1

1−m

∫
BR

ρm∞ = C[ρ∞] +
1

1−m

∫
BR∞

(
1−m
m

(V − C[ρ∞])

)− m
1−m

= C[R∞] +
1

1−m

∫
BR∞

(
1−m
m

(V − C[R∞])

)− m
1−m

As we increaseR∞, the total value decreases, and hence since we areminimising, we haveR∞ = R.Therefore ρ∞ = ρV+h for some h ≥ 0.
Let us finally show the relation betweenm and h. Due to the construction of F̃R, for any 0 ≤ a1 ≤ a2we have that

inf
ρ∈L1

+

‖ρ‖L1=a2

FR[ρ] = inf
µ∈M+

‖µ‖M=a2

F̃R[µ] ≤ inf
ρ∈L1

+

‖ρ‖L1=a1

F̃ [(a2 − a1)δ0 + ρ] = inf
ρ∈L1

+

‖ρ‖L1=a1

FR[ρ]

Since, as h increases, ρV+h decreases, so does aV+h,R = ‖ρV+h‖L1(BR). Hence, for m fixed we min-imise FR with the smallest possible h. Since h ≥ 0, when m > aV,R we have a Dirac Delta at theorigin, with the difference of the masses m− aV,R.
Remark 6.3 (mδ0 is not a minimiser). Let ρ ∈ L1

+(BR) smooth be fixed and let us consider thedilations ρs(x) = snρ(sx) for s ≥ 1. Notice that ρs → δ0 as s → +∞ in the weak-? ofM(BR). As
s→∞ we can compute

FR[ρs] =
sn(m−1)

m− 1

∫
BR

ρ(x)m dx+

∫
BR

V (s−1x)ρ(x) dx −→ 0 + V (0)

∫
BR

ρ(x) dx = 0.

It is not difficult see that FR takes negative values, so this is not a minimiser.
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In [14] the authors prove that in Rn if ρV+h1
≤ ρ0 ≤ ρV+h2

then ρ(t) → ρV+h of the same initialmass. This shows that µ∞,m = ρV+h is attractive in the cases without Dirac Delta concentration atthe origin.
Wehave constructed initial data ρ0 > ρV such that ρ(t)→ µ∞,m in the sense of theirmass functions.Furthermore, we show that
Lemma 6.4 (Minimisation of FR through solution of (PR)). Assume ρV ≤ ρ0, (1.11), aV,R < a0,R =
‖ρ0‖L1(BR) and let ρ be constructed in Theorem 1.1. Then

FR[ρ(t)]↘ F̃R[µ∞,a0,R ] = FR[ρV ].

Proof. From the gradient flow structure we know F [ρ(t)] is non-increasing. First, we prove L1(BR \
Bε) for some ε small. We know that ρ(t) ≥ ρV so∫

BR\Bε
|ρ(t)− ρV | =

∫
BR\Bε

(ρ(t)− ρV ) = M(t, R)−M(t, ε)− (MV (R)−MV (ε)))

= (a0,R − aV,R) +MV (ε)−M(t, ε)→ 0

as t→∞ due to Theorem 1.1. Now we can explicitly compute
|F [ρ(t)]−F [ρV ]| ≤

∣∣∣∣ 1

1−m

∫
Bε

(ρ(t)m − ρmV )

∣∣∣∣+

∣∣∣∣∣ 1

1−m

∫
BR\Bε

(ρ(t)m − ρmV )

∣∣∣∣∣
+

∣∣∣∣∫
Bε

V (ρ(t)− ρV )

∣∣∣∣+

∣∣∣∣∣
∫
BR\Bε

V (ρ(t)− ρV )

∣∣∣∣∣
≤ |Bε|1−m(‖ρ(t)‖mL1 + ‖ρV ‖mL1) +

∣∣∣∣∣ 1

1−m

∫
BR\Bε

(ρ(t)m − ρmV )

∣∣∣∣∣
+

(
sup
x∈Bε

V (x)

)
(‖ρ(t)‖L1 + ‖ρV ‖L1) +

(
sup
x∈BR

V (x)

)∫
BR\Bε

|ρ(t)− ρV |.

Due to the L1 convergence, we can extract a sequence tk →∞ such that ρ(tk)→ ρV a.e. in BR \Bε.For this subsequence, due to Fatou’s lemma and ρ(t) ≥ ρV we have∫
BR\Bε

ρ(tk)m →
∫
BR\Bε

ρmV .

Collecting the above estimates, we conclude that
lim sup
k→∞

|F [ρ(tk)]−F [ρV ]| ≤ 1
1−m |Bε|

1−m(‖ρ(t)‖mL1 + ‖ρV ‖mL1) +

(
sup
x∈Bε

V (x)

)
(‖ρ(t)‖L1 + ‖ρV ‖L1)

for any ε > 0. Letting ε → 0 we recover that lim supk is actually a limk, and it is equal to 0. Since
F [ρ(t)] is non-increasing, we recover the limit as t→∞.

7 The problem in Rn

We start by showing the existence of a viscosity solution of the mass equation (M), by letting R →
+∞. As R → ∞ we can modify VR only on (R − 1) < |x| < R to have ∇VR(x) · x = 0 for |x| = R.Fix ρ0 ∈ L1(Rn) radially symmetric. Let MR be the solution of the mass equation with this data.Consider the extension

M̃R(t, v) =

{
MR(t, v) v ≤ Rv,
‖ρ0‖L1(BR) v > Rv,

where, as above, we denote Rv = Rn|B1|. Since ‖M̃R‖L∞((0,∞)×(0,∞)) we have that, up to a subse-quence
M̃Rk ⇀M weak- ? in L∞((0,∞)2).
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Wecan carry the estimate inCα([T1, T2]×[v1, v2]) given in (4.3), which is uniform inR since ‖MR‖L∞ ≤
1, for any 0 < T1 < T2 <∞ and 0 < v1 < v2 < Rv.
Now we show M is a viscosity solution. Due to the uniform continuity provided by Theorem 4.9and the Ascoli-Arzelá theorem, for any K = [0, T ] × [v1, v2] with v1, v2, T > 0, we have a further
subsequence that converges in C(K) to some function M̃ the uniform continuity. It is easy to char-
acterise M̃ = M almost everywhere. Due to the uniform convergence, we preserve the value of
M(0, v) = MR(0, v) for v ≤ Rv. Applying the same stability arguments for viscosity solutions as inTheorem 4.9,M is a viscosity solution of the mass equation (M).
Proposition 7.1. Assume V ∈W 2,∞

loc (Rn) is radially symmetric, strictly increasing, V ≥ 0, V (0) = 0 and
the technical assumption (1.5). Let ρ0 ∈ L1(Rn) be radially symmetric such that ‖ρ0‖L1 = 1. Then, there
existsM ∈ Cloc([0,+∞] × (0,+∞)) a viscosity solution of (M) in (0,∞) × (0,∞) that satisfies the initial
condition

M(0, v) =

∫
B̃v

ρ0(x) dx.

We also have the Cαloc interior regularity estimate (4.3) with Rv =∞.

Notice that, at this point, we do not check thatM(t, 0) = 0, and hence concentration in finite timemay, in principle, happen in Rn. We also do not show, at this point, thatM(t,∞) = 1. There could,in principle, be loss of mass at infinity.
Remark 7.2 (Conservation of total mass ifm ∈ (n−2

n , 1)). For this we use the following comparison.We consider uk the solution of the pure-diffusion equation
ut = ∆Φk(u) t > 0, x ∈ BR,
∂nu = 0 t > 0, x ∈ ∂BR
u(0, x) = u0(x).

Then the associated mass satisfies the equation
∂M

∂t
= (nω

1
n
n v

n−1
n )2 ∂

∂v
Φk

(
∂M

∂v

)
t > 0, v ∈ (0, Rv),

M(t, 0) = 0, t > 0

M(t, Rv) = ‖u0‖L1(BR) t > 0.

If u0 ≥ 0 is radially decreasing, then so is ∂Mk

∂v = u. Therefore, in the viscosity sense
∂M

∂t
≤ (nω

1
n
n v

n−1
n )2

{
∂

∂v
Φk

(
∂M

∂v

)
+
∂M

∂v

∂V

∂v

}
.

Let u be the solution of (PΦ,R). Due to Theorem 4.9 we have that
M(t, v) ≤

∫
B̃v

u(t, x) dx.

Recalling the limit through Φk given by (3.1) and the limit R→∞, the mass constructed in Proposi-tion 7.1 we have the estimate ∫
B̃v

u(t, x) dx ≤M(t, v) ≤ 1.

where u is the solution of ut = ∆um in Rn. When m ∈ (n−2
n , 1) we know that ∫Rn u(t, x) dx =∫

Rn u0(x) dx and, henceM(t,∞) = 1.

7.1 At least infinite-time concentration of the mass

Let assume aV < 1 and that ρ0 is such that there exists F with the following properties
‖ρF ‖L1(Rn) = 1 and MρF ≤Mρ0 ≤ (1− aV ) +MρV . (7.1)
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Remark 7.3. For example, this covers the class of initial
• MρV ≤Mρ0 ≤ (1− aV ) +MρV

• ∫
B̃v
ρ0(x) dx = (1− aV ) +

∫
B̃v
ρV (x) dx for v ≥ v0

• Mρ0 is Lipschitz in (v0 − ε, v0 + ε).
In this setting, we can take a suitable initial datum ρD as in the case of balls, and we are reduced to aproblem in [0, v0], since the upper and lower bound guarantee thatM(t, v) = (1−aV )+

∫
B̃v
ρV (x) dxfor all v ≥ v0. This is a Dirichlet boundary condition for the mass.

When ρ0 = ρF then the associated massM obtained in Proposition 7.1 satisfies
1. M is a viscosity solution of the mass equation and locally Cα
2. M(0, v) =

∫
B̃v
ρF (x) dx

3. M is non-decreasing in t and x (due to the properties of the approximations).
4. We have the comparison

MρV (v) ≤MρD (v) ≤M(t, v) ≤ (1− aV ) +MρV (v).

In particularM(t,∞) = 1 for all t finite.
Again, there exists a point-wise limit

M∞(v) = lim
t→∞

M(t, v).

As in Theorem 5.2, M∞ preserves the Cαloc estimates, using Dini’s theorem we can prove uniformconvergence in intervals [ε, ε−1]. Thus M∞ is a viscosity solution of (5.12). Due to the sandwichtheorem and monotonicity
M∞(0+) ≤ 1− aV , M∞(+∞) = 1.

It is easy to characteriseM∞ as we have done in the case of balls.
This proves Corollary 1.3 under hypothesis (7.1).
Remark 7.4 (Convergence of ρR as R→∞). Since we do not have any Lq bound for ρ for q > 1, wedo not have any suitable compactness. We can extend ρR(t) by 0 outside BR and we do know that
‖ρ̃R(t)‖M(Rn) ≤ 1. If we assume that (7.2) and that V (x) ≥ c|x|α for c, α > 0. The properties can beinhereted to ρR so ∫

BR

|x|αρR ≤ C(1 + F [ρ0]).

For ρ0 in a suitable integrability class, we have tightness, and hence a weakly convergent subse-quence such that
ρ̃R ⇀ µ weak− ? in L∞(0,∞;M(Rn))

We also know that ρmR is uniformly integrable. However, since we cannot assure ρmR ⇀ (µac)
m, wecannot characterise µ as a solution of (P). This remark is still valid for radial initial data.
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7.2 Minimisation of the free energy

Following the arguments in [5, 13, 20], we have an existence and characterisation result for theminimiser. In Rn the free-energy of the FDE ut = ∆um with 0 < m < 1, is not bounded below, and
u(t) → 0 as t → ∞. In fact, the mass of solutions escapes through∞ in finite time if m < n−2

n . Weneed to ask further assumptions on V so that the formal critical points ρV+h are in fact minimisers.
We show below that it suffices that V is not critical in the sense of constants, i.e.

inf
ρ∈Pac(Rn)

(
1

m− 1

∫
Rn
ρm + (1− ε)

∫
Rn
V (x)ρ(x) dx

)
> −∞, for some ε > 0. (7.2)

We provide an example of V where this property holds below. As in BR, we define an extension of
F to the space of measure as

F̃ [µ] = Em[µac] +

∫
Rd
V (x) dµ(x)

where µac is the absolutely continuous part of themeasure µ. Notice that, sincewe choose V (0) = 0,we have that F̃ [mδ0 + ρ] = F [ρ].

Proposition 7.5. Assume V ≥ 0 and V (0) = 0 and (7.2). Then, we have the following:
1. There exists a constant C > 0 such that∫

Rn
ρm +

∫
Rd
V ρ ≤ C(1 + F [ρ]).

If, furthermore V is radially symmetric and non-decreasing then

2. There exists µ∞ ∈ P(Rn) such that

F̃ [µ∞] = inf
µ∈P(Rn)

F̃ [µ] = inf
ρ∈P(Rn)∩L1(Rn)

F [ρ]. (7.3)
3. We have that

µ∞ =

{
ρV+h if aV+h = 1,

(1− aV )δ0 + ρV if aV < 1,

Proof of Proposition 7.5. Due to the lower bound, we have that
m

1−m

∫
Rn
ρm ≤ C + (1− ε)

∫
Rn
V ρ.

On the other hand, we get∫
Rn
V ρ = F [ρ] +

m

1−m

∫
Rn
ρm ≤ F [ρ] + C + (1− ε)

∫
Rn
V ρ

Thus
ε

∫
Rn
V ρ ≤ F [ρ] + C

Finally, we recover
m

1−m

∫
Rn
ρm ≤ C +

(1− ε)
ε

(F [ρ] + C).

This completes the proof of Item 1.
Clearly, we have that

F [µ] ≥ Em[ρ] + (1− ε)
∫
Rn
V (x)ρ(x) dx.
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Hence, the infimum of F is finite. As in the proof of Theorem 6.1, we can consider a minimisingsequence ρj . As in Theorem 6.1 we may assume that ρj are radially symmetric and non-increasing.
Let us prove Item 2. As in Theorem 6.1, the second equality of (7.3) is due to the weak-? densityof L1(Rn) in the set of measures and the construction of F̃ . For our minimising sequence we knowhence that ∫

Rn
ρj = 1,

∫
Rn
ρmj ≤ C(1 + F [ρj ]) ≤ C.

Using Lieb’s trick in Remark 6.2, we obtain that ρj ≤ C min{|x|−n, |x|−n/m}. Integrating outside ofany ball BR, we can estimate∫
Rn\BR

ρj ≤ C
(∫ ∞

R

r−
n
m+n−1 dr

)
≤ CRn(1− 1

m ).

Since m < 1, this is a tight sequence of measures. By Prokhorov’s theorem, there exists a weakly-?convergent subsequence in the sense of measures. Let its limit be µ∞.
For the proof of Item 3, we proceed as in Theorem 6.1. Notice that we still have the estimate

ρj(x) ≤
∫
Rn V ρ∫
B|x|

V
.

Since V is strictly increasing, this is an L∞(Rn \ Bκ) of any κ > 0, and we can repeat the argumentin BR.
Let us illustrate the previous theorem by giving sufficient conditions on V satisfying the main as-sumption of Proposition 7.5. We extend the argument in [15] to show a family of potentials V forwhich (7.2) holds.
Theorem 7.6. Assume that, for some α ∈ (0,m) we have that

χV =

∞∑
j=1

2jnV (2j)−
α

1−m <∞. (7.4)
Then, (7.2) holds for any ε ∈ (0, 1).

Remark 7.7. If the function r 7→ V (r)−
α

1−m rn is non-increasing, then the integral criterion for seriesand the change of variable show that the condition becomes∫ ∞
1

2nyV (2y)−
α

1−m dy =

∫ ∞
2

V (r)−
α

1−m rn−1 dr ∼
∫
|x|≥2

ραV dx <∞.

We are requesting that ρm−δV ∈ L1 for some δ ∈ (0,m). This is only slightly more restrictive thansimply that ρV gives a finite quantity in either term of F .
Proof of Theorem 7.6. We look first at the integral on B1. Due to Hölder’s inequality, we have that

1

m− 1

∫
B1

ρm ≥ |B1|1−m

m− 1

(∫
B1

ρ

)m
.

On the other hand, since V, ρ ≥ 0 we know that ∫
B1
V ρ dx ≥ 0. Hence, we only need to care aboutthe integration on Rn \B1. We define, for j ≥ 1

ρj =

∫
B2j \B2j−1

ρ(x) dx.

First, we point out that ∫
Rn\B1

V (x)ρ(x) dx ≥
∞∑
j=1

V (2j−1)ρj .
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Due to Jensen’s inequality∫
B2j \B2j−1

ρm ≤ |B2j \B2j−1 |

(
1

|B2j \B2j−1 |

∫
B2j \B2j−1

ρ(x) dx

)m
= |B2j \B2j−1 |1−mρj

= Cn2jn(1−m)ρmj .

Notice that B2j \B2j−1 = 2j(B1 \B 1
2
). Hence∫

Rn\B1

ρm ≤
∞∑
j=1

Cn2jn(1−m)

V (2j−1)α
V (2j−1)αραj ρ

m−α
j .

Applying the triple Hölder inequality with exponents p = (1 − m)−1, q = α−1, r = (m − α)−1 werecover
∫
Rn\B1

ρm ≤

 ∞∑
j=1

Cn2jn

V (2j−1)
α

1−m

1−m ∞∑
j=1

V (2j−1)ρj

α ∞∑
j=1

ρj

m−α

≤ χ1−m
V ‖ρ‖m−αL1

(∫
Rn\B1

V (x)ρ(x) dx

)α
Lastly, using Young’s inequality we have, for any ε > 0∫

Rn\B1

ρm ≤ ε(1−m)

∫
Rn\B1

V (x)ρ(x) dx+ C(ε, α,m)χ
(1−m)α−1

α

V ‖ρ‖(m−α)α−1
α

L1

Therefore
1

m− 1

∫
Rn
ρm + (1− ε)

∫
Rn
V ρ ≥ |B1|1−m

m− 1

(∫
B1

ρ

)m
− C(ε, α,m)

1−m
χ

(1−m)α−1
α

V ‖ρ‖(m−α)α−1
α

L1 .

This completes the proof.
Remark 7.8 (The power-type case V (x) = C|x|λ for |x| ≥ R0). In this setting, (7.4) becomesm > n

n+λ(equivalently n(1−m)
m < λ), and in this case can take any α such that n(1−m)

m < α < λ. This conditionis sharp. Let us see that, otherwise, F is not bounded below. We recall the following computation,which can be found in [15, Theorem 15] following the reasoning in [17, Theorem 4.3].
Assumem < n

n+λ . We can construct densities ρ where the energy attains −∞. Let
ρβ =

∞∑
j=j0

ρj
|B2j+1 \B2j |

χB2j+1\B2j
, where ρj =

2−jβ∑∞
j=j0

2−jβ
.

where β > 0 is a constant we will choose later, and j0 is such that 2j0 > R0. We can explicitlycompute ∫
Rn
|x|λρβ(x) dx =

2n+λ − 1

n+ λ

∑∞
j=j0

2−j(β−λ)∑∞
j=j0

2−jβ

This is a finite number whenever β > λ. On the other hand∫
Rn
ρβ(x)m dx = C(n, λ)

∑∞
j=j0

2−j(mβ−n(1−m))(∑∞
j=j0

2−jβ
)m

This number is infinite ifmβ < n(1−m). Hence,
− 1

1−m

∫
Rn
ρβ(x)m dx+

∫
Rn
C|x|λρβ(x) dx = −∞, ∀C ∈ R and λ < β <

n(1−m)

m
.
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The case of the equality m = n
n+λ is, as usual, more delicate due to the scaling. However, we stillprove that

inf
ρ∈P∩L1

(
−
∫
Rn
ρ

n
n+λ + C

∫
Rn
|x|λρ

)
= −∞, ∀C ∈ R.

As in the proof of [20, Proposition 4], we can take the following functions:
ρk(x) = Dk|x|−(n+λ)χBk\BR0

, where Dk =

(∫
Bk\BR0

|x|−(n+λ) dx

)−1

.

It is a direct computation that
1
Dk

∫
Rn
|x|λρk =

∫
Bk\BR0

|x|−n dx = 1

D
n

n+λ
k

∫
Rn
ρ

n
n+λ

K .

For any αk > 0, we have that the rescaling ρ̃k(x) = αnkρk(αkx) is such that

ak:=

∫
Rn |x|

λρ̃k(∫
Rn ρ̃

n
n+λ

k

)n+λ
n

=

∫
Rn |x|

λρk(∫
Rn ρ

n
n+λ

k

)n+λ
n

=

(∫
Bk\BR0

|x|−n dx

)1−n+λ
n

=

(
|∂B1| log

k

R0

)1−n+λ
n

→ 0.

For any sequence bk which is yet to be determined, we can pick αk so that ∫Rn ρ̃ n
n+λ

k = bk by taking
αk = b

−n+λ
λn

k . Then, passing to the notationm = n
n+λ , we recover that

−
∫
Rn
ρ̃mk + C

∫
Rn
|x|λρ̃k = −bk + Cakb

1
m

k = −b
1
m

k

(
b
− 1−m

m

k − Cak
)

= −b
1
m−ε
k ,

if pick the sequence bk so that b− 1−m
m

k −Cak = b−εk . Notice that the function ga,b(s) = sa− sb is strictly
increasing near 0 if a < b. Hence, for k large enough and ε > 1−m

m , we can solve Cak = b
− 1−m

m

k − b−εk ,and we recover bk → +∞ as k →∞. Hence, taking ε ∈ ( 1−m
m , 1

m ), and k →∞, we prove the result.
Remark 7.9. With the sequence ρk above, we can also prove that

inf
ρ∈P∩L1

∫
Rn |x|

λρ(∫
Rn ρ

n
n+λ
)n+λ

n

= 0. (7.5)

This corresponds to the borderline case of the Carlson type inequalities(∫
Rn
ρ

)1−n(1−m)
λm

(∫
Rn
|x|λρ

)n(1−m)
λm

≥ cn,λ,m
(∫

Rn
ρm
) 1
m

, ∀ n
n+λ < m < 1 and ρ ≥ 0.

which are known with the explicit constant (see, e.g., [20, Lemma 5]).

7.3 Infinite-time concentration if V is quadratic at 0

Our aim in this section is to compare the solutions of (P) with the solutions of the pure-aggregationproblem
∂ρ

∂t
= ∇ · (ρ∇Ṽ ), (7.6)

where Ṽ is a different potential. The equation for the mass can be written in radial coordinates as
∂M

∂t
=
∂M

∂r

∂Ṽ

∂r
. (7.7)
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We will show that infinite-time aggregation happens for (7.6) if and only if∫
0+

(
∂Ṽ
∂r (s)

)−1

ds = +∞. (7.8)
Clearly, a sufficient condition that ∂Ṽ∂r ≤ Cr near 0. This is the so-called Osgood condition used todistinguish infinite from finite time blow-up in aggregation equations [8].
Proposition 7.10. Assume Ṽ ∈ C2(Rn), is radially symmetric, Ṽ (0) = 0, ∂Ṽ∂r (r) > 0 for r > 0, (7.8) and
letM0 be a continuous, non-decreasing and bounded function. Then

1. There exists a unique classical solution by characteristicsM(t, r) of (7.7) defined for all t, r > 0.

2. We haveM(t, 0) = 0 for all t > 0, i.e. there is no concentration in finite time.

Proof of Proposition 7.10. Equation (7.7) is a first order linear PDE that we can solve by characteris-tics. We can look at the characteristic curves of constant mass M(t, rc(t, r0)) = M(0, r0). Taking a
derivative we recover drc

dt (t) = −∂Ṽ∂r (rc(t)). These are the same characteristics obtained when apply-ing the method directly to (7.6). Clearly rc(t, r0) ≤ r0. Since V ∈ C2(Rn), these characteristics existsfor some time t(r0) > 0, and are unique up to that time. Hence, let
t =

∫ r0

rc(t,r0)

(
∂Ṽ

∂r
(s)

)−1

ds. (7.9)
Concentration will occur if rc(t, r0) = 0 for some r0 > 0 and t <∞, which is incompatible with (7.8).Notice that since 0 < rc(t, r0) ≤ r0, these functions are defined for all t > 0. Let us check that rc(t, r0)do not cross, and hence can be used as characteristics. If two of them cross at time t, we have that∫ rc(t,r0)

r0

(
∂Ṽ

∂r
(s)

)−1

ds = −t =

∫ rc(t,r1)

r1

(
∂Ṽ

∂r
(s)

)−1

ds.

Since rc(t, r0) = rc(t, r1) then we get
∫ r1

r0

(
∂Ṽ

∂r
(s)

)−1

ds = 0.

As ∂Ṽ
∂r > 0 outside 0, then r0 = r1 and the characteristics are the same. Due to the regularity of Ṽ ,there is continuous dependence and, since the characteristics point inwards and do not cross, theyfill the space [0,+∞)× [0,+∞).

Finally, notice also that ∂Ṽ
∂r (0) = 0 and positive otherwise, then for any r0 > 0 we have that

limt→+∞ rc(t, r0) = 0. Since Ṽ is C2, then we have ∂Ṽ /∂r(0) = 0 so rc(t, 0) = 0, i.e. M(t, 0) = 0.
Proposition 7.11. Let ρ be a solution by characteristics of the aggregation equation (7.6), and let r0(t, r)
the foot of the characteristic through (t, r). Then

∂ρ

∂r
(t, r) =

(r0

r

)n−1

ρ0(r0)
∂Ṽ
∂r (r0)(
∂Ṽ
∂r (r)

)2

(
−∆Ṽ (r) + ∆Ṽ (r0) + ρ0(r0)−1 dρ0

dr
(r0)

∂Ṽ

∂r
(r0)

)
. (7.10)

In particular, if ρ is a decreasing solution and Ṽ ∈ C2(Rn) with ∆Ṽ (0) = 0, then

∆Ṽ + ρ−1
0

dρ0

dr

∂Ṽ

∂r
≤ 0, in supp ρ0. (7.11)
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Remark 7.12. For Ṽ (r) = r2 then ∆Ṽ is constant, and we only have the last term, so all solu-tions with decreasing initial datum are decreasing. If ∆Ṽ is non-increasing, then in (7.10) we have
−∆Ṽ (r) + ∆Ṽ (r0) ≤ 0 and all solutions are decreasing. This is the case for Ṽ (r) = γrγ with
λ ∈ (0, 2]. When Ṽ (r) = γrλ with λ > 2, let us show that decreasing solutions of (7.6) are not
L1(Rn). Hence, any decreasing integrable initial data produces a solution that losses monotonicity.Indeed, if Ṽ (r) = rλ then ∆Ṽ = (n+λ− 2)rλ−2 and integrating in (7.11) we recover ρ0 ≥ Cr−(n+λ−2)

which is not integrable for λ > 2.
Proof of Proposition 7.11. Taking the derivative directly onM(t, r) = nωnr

n−1 ∂ρ
∂r , we recover that

∂ρ

∂r
(t, r) = (nωn)−1 ∂

∂r

(
r1−n ∂

∂r
(M(t, r))

)
= (nωn)−1 ∂

∂r

(
r1−n ∂

∂r
(M0(r0(t, r)))

)
= r1−nrn−1

0

∂r0

∂r
(t, r)ρ0(r0)

(
− (n− 1)r−1 + (n− 1)r−1

0

∂r0

∂r
+ ρ0(r0)−1 dρ0

dr
(r0)

∂r0

∂r
+

∂2r0
∂r2

∂r0
∂r

)
.

Going back to (7.9) and taking a derivative in r, we deduce
∂r0

∂r
(t, r) =

∂Ṽ
∂r (r0(t, r))

∂Ṽ
∂r (r)

≥ 0.

Taking another derivative we have that
∂2r0

∂r2
(t, r) =

∂Ṽ
∂r (r0(t, r))

∂Ṽ
∂r (r)2

(
∂2Ṽ

∂r2
(r0)− ∂2Ṽ

∂r2
(r)

)
.

Joining this information and collecting terms we recover (7.10). Clearly, (7.11) and the convexityof ρ0 guarantee that ρ(t, ·) is decreasing. Let us show that the condition holds in general. If ρ isdecreasing, then this value is not positive. For r0 ∈ supp ρ0 we therefore have
−∆Ṽ (r) + ∆Ṽ (r0) + ρ0(r0)−1 dρ0

dr
(r0)

∂Ṽ

∂r
(r0) ≤ 0.

The support of ρ0 is a ball. Fixing a value a value of r ∈ supp ρ0 we have that
−∆Ṽ (rc(t, r)) + ∆Ṽ (r) + ρ0(r)−1 dρ0

dr
(r)

∂Ṽ

∂r
(r) ≤ 0.

Letting t → +∞, since rc(t, r) → 0, ∆Ṽ is continuous and ∆Ṽ (0) = 0, we recover (7.11). This com-pletes the proof.
Nowwe have the tools to show that concentration does not happen in finite time if ∂V∂r ≤ Cvr closeto 0. We construct a super-solution using the pure-aggregation equation.
Proof of Theorem 1.4. Take

ρ0(x) = ρ0(x)

∫
Rn ρ0(x) dx∫
BRV

ρ0(x) dx
χBRV

and
Ṽ (r) =

CV
2
r2. (7.12)

ObtainM as the solution by characteristics of (7.7) constructed in Proposition 7.10. Due the defini-tion of Ṽ , we know that it satisfies the hypothesis of Proposition 7.11 and we have ∆Ṽ = nCV ≥ 0.
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Thus, (7.10) shows that ρ(t, ·) is decreasing, and non-negative. Therefore, it holds that, in the vis-
cosity sense ∂M

∂v ≥ 0 and ∂2M
∂v2 ≥ 0. Hence, still in the viscosity sense

∂M

∂t
− (nω

1
n
n v

n−1
n )2

{
m

(
∂M

∂v

)m−1
∂2M

∂v2
+
∂M

∂v

∂V

∂v

}
≥ ∂M

∂t
− (nω

1
n
n v

n−1
n )2

{
∂M

∂v

∂V

∂v

}
=
∂M

∂t
− ∂M

∂r

∂V

∂r
=
∂M

∂r

(
CV r −

∂V

∂r

)
.

Since characteristics retract, supp ∂M
∂v ⊂ BRV so the last term is non-negative by the assumption,

because either ∂M
∂v = 0 or CV r − ∂V

∂r ≤ 0. Thus, using the comparison principle in BR for R ≥ RVgiven in Theorem 4.10 we have that MR ≤ M for all t ≥ 0, v ∈ [0, Rv] Since M is constructed byletting R→∞, we concludeM ≤M for t, v ≥ 0.

8 Final comments

1. Blow-up is usually associated in the literature to superlinear nonlinearities, both in reactiondiffusion or in Hamilton-Jacobi equations, cf. instance [42, 28] and its many references. Hereit is associated to sublinear diffusion, notice that (1.13) implies, at least, 0 < m < 1. Thismight seem surprising but it is not, due to two facts. First, recall that 0 < m < 1 meansthat the diffusion coefficient mum−1 is large when u is small, and small when u is large. Thistranslates into fast diffusion of the support but slow diffusion of level sets with high values(see e.g. [22] for a thorough discussion). This explains why δ0 may not be diffused form small(see [10]). Secondly, the confinement potential V needs to be strong enough at the originto compensate the diffusion and produce a concentration. In BR, this is translated in theassumption ∫
BR

ρV < 1 (recall that, for V (x) = |x|λ0 , this implies 0 < m < n−λ0

n < 1). In Rn weneed to deal with the behaviour at infinity, as mentioned in the introduction.
2. Formation of a concentrated singularity in finite time is a clear possibility in this kind of prob-lem. In this paper, we do not consider the case V /∈W 2,∞

loc (Rn) (e.g. V (x) = |x|λ with λ < 2). Solong as ∂V
∂v is continuous (e.g. λ ≥ 1), it makes sense to use the theory of viscosity solutionsof the mass equation (M). In principle, there could be concentration in finite time, even in(PR). Notice that, in our results, the estimate for ρ(t) ∈ Lq(BR) depends on ‖∆V ‖L∞(BR). Formore general V , better estimates for ρ are needed in order to pass the limits Φk(s)→ sm and

R→∞. Some of these issues will be studied elsewhere.
3. For ρ0 ∈ L1

+(BR), SR(t)ρ0 is constructed extending the semigroup through a density argument.We do not know whether it is the limit of the solutions uk of (PΦ,R) with (3.1). Furthermore,this question can be extended to initial data so that FR[ρ0] <∞.
4. Non-radial data. We provide a well-posedness theory in BR when ρ0 > 0, but not in Rn. In

BR, as mentioned in Remark 1.2, we can show concentration in some non-radial cases, butthe exact splitting of mass in the asymptotic distribution is still unknown. The asymptoticbehaviour in the non-radial case is completely open.

A Recalling some classical regularity results

The equation for the mass of the solution of ut = ∇ · (∇Φ(u) + u∇V ) is given by
∂M

∂t
= (nω

1
n v

n−1
n )2

[
∂

∂v
Φ

(
∂M

∂v

)
+
∂V

∂v

∂M

∂v

]
. (MΦ)

Let us prove local regularity of bounded solutions by applying the results in [26]. To match thenotation of [26], in this appendix we choose the notation x = v, u = M , and a0(x) = (nω
1
n v

n−1
n )2.
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We write the problem (MΦ) as
ut = ∇ · a(x, t, u,Du) + b(x, t, u,Du) (A.1)

where
a(x,Du) = a0(x)Φ(Du), b(x,Du) = −Da0(x)Φ(Du) + a0(x)DV ·Du.

The standard hypothesis set in [26] are that for some p > 1 we have
a(x, t, u,Du) ·Du ≥ C0|Du|p − ϕ0(t, x), (A1)
|a(x, t, u,Du)| ≤ C1|Du|p−1 + ϕ1(t, x), (A2)
|b(x,Du)| ≤ C2|Du|p + ϕ2(t, x). (A3)

We set Φ(s) = |s|m−1s so p = m + 1 ∈ (1, 2). We aim to recover local estimates on a set Ω b Rn.We will be able to get local estimates outside 0. Hypothesis (A1) and (A2) are easy to check with
C0 = infΩ a0, C1 = supΩ a0 , and ϕ0 = ϕ1 = 0. However, (A3) is initially not trivial. Since p ∈ (1, 2),
|Du|p−1 is not controlled by |Du|p but we have

|b(x,Du)| = (max
Ω
|Da0|+ max

Ω
a0|DV |)(1 + |Du|p),

so we choose C2 = maxΩ |Da0| + maxΩ a0|DV | and ϕ2 = maxΩ |Da0| + maxΩ a0|DV |. Our functions
ϕi are bounded, so we also have the hypothesis

ϕ0, ϕ
p
p−1

1 , ϕ2 ∈ Lq̂,r̂((0, T )× Ω) (A4)
where

1

r̂
+
N

pq̂
= 1− κ1 (A5)

are trivially satisfied. A weak solution in DiBenedetto’s notation requires the regularity u ∈
Cloc(0, T ;L2

loc(Ω)). The notion of sub-solution (resp. super-) of (A.1) is, for every K b Ω and
0 < t1 < t2 ≤ T , we have∫

K

uϕdx

∣∣∣∣∣
t2

t1

+

∫ t2

t1

∫
K

(−uϕt + a(x,Du) ·Dϕ) dxdτ ≤ (≥)

∫ t2

t1

∫
K

b(x,Du)ϕdxdτ,

for test functions 0 ≤ ϕ ∈W 1,2
loc (0, T ;L2(K))∩Lploc(0, T ;W 1,p

0 (K)). Let us denote ΩT = (0, T )×Ω.Wehave the following result
Theorem A.1 ([26] Chapter III, Theorem 1.1). Let p > 1, assume (A1), (A2), (A3), (A4) and (A5) and let u
be a local weak solution of (A.1). Then, there exists constants γ > 1 and α ∈ (0, 1) depending only on the
constant of (A1)-(A5), ‖u‖L∞(ΩT ), and ‖ϕ0, ϕ

p−1
p

1 , ϕ2‖Lq̂,r̂(ΩT ) such that for all K b (0, T )× Ω

|u(t1, x1)− u(t2, x2)| ≤ γ‖u‖L∞(ΩT )

 |x1 − x2|+ ‖u‖
p−2
p

L∞(ΩT )|t1 − t2|
1
p

dist(K,Γ, p)

α

where, for Γ = {(y, s) : s = 0 or y ∈ ∂Ω} we have

dist(K,Γ; p) = inf
(x,t)∈K
(y,s)∈Γ

(
|x− y|+ ‖u‖

p−2
p

L∞(ΩT )|t− s|
1
p

)
.

Regularity at t = 0. For the regularity at t = 0, if ρ0 is only integrable, thenMρ0 is continuous. Inorder to construct amodulus of continuity, we introduce the essential oscillation on a setK defined
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as ess oscK u = ess supK u− ess infK u. Notice that the previous result in the whole space stated that,for any K b (0,∞)× Ω we have

ωi,u(K,h) = ess osc
|t−s|≤hp
|x−y|≤h

(t,x),(s,y)∈K

u ≤ γ‖u‖L∞(ωT )

1 + ‖u‖
p−2
p

L∞(ΩT )

dist(K,Γ, p)

α

hα → 0,

as h→ 0. This in an interior modulus of continuity (with scaling). A similar estimate on the essentialoscillations holds near t = 0, but the modulus of continuity now depends on the one from u0.
TheoremA.2 ([26] Chapter III, Proposition 11.1). Fix x0 ∈ Ω and T0 > 0 andR0 > 0 so thatB2R0(x0) ⊂
Ω. Then, for k ≥ 1, there exist sequences Rk, Tk ↘ 0 and δk → 0 depending only on the constant of (A1)-(A5), R0 and ‖u‖L∞([0,T ]×B2R0

(x0)) such that

ess osc
[0,Tk]×BRk/2(x0)

u ≤ max

{
δk;C ess osc

BRk (x0)
u0

}
. (A.2)

As a consequence of the previous theorem we conclude that
ωb,u(x0, h) = ess sup

0≤t≤h
|u(t, x0)− u(0, x0)| ≤ ess osc

[0,h]×Bh(x0)
u,

tends to 0 as h → 0. This modulus of continuity depends only on the constants of (A1)-(A5) and
ωu0

(x0, h) = ess osc|x−x0|≤h u0. For any K compact, there exists ωu0
(K,h) such that ωu0

(x0, h) ≤
ωu0

(K,h), for all x0 ∈ K, also going to 0 as h→ 0.
Corollary A.3. LetK b Ω, and u0 ∈ C(K). Then, for any T > 0 and ε > 0, there exists δ > 0, depending
only on T, ε, the constants of (A1)-(A5) and ωu0

(K, ·), such that if (t, x), (s, y) ∈ [0, T ]×K, |t− s| ≤ δp and
|x− y| ≤ δ then

|u(t, x)− u(s, y)| ≤ ε.

Proof. First, we point out that there exists ωb,u(K,h) depending only on (A1)-(A5) and ωu0(K, ·) suchthat ωb,u(x0, h) ≤ ωb,u(K,h), for all x0 ∈ K. Fix T > 0 and ε > 0. Since we want to use the interiorand boundary regularity, we first fix δt > 0 such that
0 ≤ t ≤ δpt =⇒ ess sup

x∈K
|u(t, x)− u(0, x)| ≤ ε

3
.

Due to the uniform continuity of u0, there exists δx > 0 such that ωu0
(K, δx) ≤ ε

3 . Lastly, we take
hi > 0 such that ωi,u([δt, T ] × K,h) ≤ ε

3 . We then take δ = min{δt, δx, hi}. Let us now check thecondition. We distinguish cases: If t, s > δt then |u(t, x)− u(s, y)| ≤ ε
3 < ε. If t < δt ≤ s (or viceversa),then we write

|u(t, x)− u(s, y)| ≤ |u(t, x)− u(0, x)|+ |u(0, x)− u(δt, x)|+ |u(δt, x)− u(s, y)| ≤ ε.

Finally, if t, s < δt, then we write
|u(t, x)− u(s, y)| ≤ |u(t, x)− u(0, x)|+ |u(0, x)− u(0, y)|+ |u(0, y)− u(s, y)| ≤ ε.

This completes the proof.

B Relating space and time regularities

Theorem B.1. Let I ⊂ R and u ∈ L∞(0, T ;Cα(I)) ∩ Cβ(0, T ;L1(I)). Then

|u(t, x)− u(s, y)| ≤ C(|x− y|α + |t− s|
αβ
α+1 )

where C depends only on the norms of u in the spaces above.

40



Proof. We the following splitting |u(t, x) − u(s, y)| ≤ |u(t, x) − u(s, y)| + |u(t, y) − u(s, y)|. The boundfor the first term is evident and yields C|x− y|α. For the second term we write, for some h > 0

|u(t, y)− u(s, y)| ≤

∣∣∣∣∣ 1

2h

∫ y+h

y−h
(u(t, z)− u(s, z)) ds

∣∣∣∣∣+

∣∣∣∣∣ 1

2h

∫ y+h

y−h
(u(t, z)− u(t, y)) ds

∣∣∣∣∣
+

∣∣∣∣∣ 1

2h

∫ y+h

y−h
(u(s, z)− u(s, y)) ds

∣∣∣∣∣
≤ 1

2h
‖u(t)− u(s)‖L1 + C

∫ y+h

y−h
|z − y|α ds ≤ C

(
|t− s|β

h
+ hα

)
.

By choosing h = |t− s|γ , the optimal rate is achieved when β−γ = α, i.e. γ = β
α+1 . This choice yields

|u(t, y)− u(s, y)| ≤ C|t− s|
αβ
α+1 .
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